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1. INTRODUCTION 

1.1 OBJECTIVE 

Data validation is the process by which a sample, measurement method, or data point is 
deemed useful for a specific purpose. The objective of the Data Validation Guidance Manual for 
Selected Sediment Variables is to provide a thorough description of the data quality review process, 
and a standardized format for assessing data accuracy, precision, completeness, and usability. mm~ 

~1i~filWt1~~1-~\1~~11111~111'lilll&illfill~I~ ~~IJif~[h~l~tWf~(~~l~~~~fft,r~r-r~~ 
rn~mnmmt9 $¢Pms&rn ~¢4Jmt¥nt qtjij!~tx::t~U!t¥K#ij!l!mji~~; This document is degigned to be uged by 
Waghington Def'artment of Ecolog:y (Ecolog:y) gtaff to assess the eiualit:y of sediment data collected 
through Puget Sound to deter mine if they 1ue accef'table for inclusion into Ecology's sediment 
eiuality value database. Environmental variables in Puget Sound are measured by a wide variety 
of organizations, including government agencies, universities, and private institutions. However, 
comparisons of results from different studies frequently are limited because different methods are 
used to measure the same variable(s). The ability to compare data among different studies is highly 
desirable for developing a comprehensive management strategy for Puget Sound. A standardized, 
rigorous review process is essential to ensuring the quality and integrity of the sediment quality 
values database. 

1.2 BACKGROUND 

A joint effort to develop sediment quality values for Puget Sound was undertaken during 1986 
and 1987 by Ecology, the U.S. Army Corps of Engineers Seattle Office, U.S. Environmental 
Protection Agency (EPA) Region 10 - Office of Puget Sound, and the Washington Department of 
Natural Resources. The goal of this project was to identify the concentrations of chemicals in 
sediments that are expected (based on field evidence or theoretical predictions) to be associated with 
adverse biological effects. The specific objectives of this study were to compile synoptic biological 
and chemical data from Puget Sound, to evaluate techniques that could be used to develop 
chemical-specific sediment quality values, and to evaluate the reliability (i.e., ability to correctly 
identify sites with known biological effects) of the values generated using the different techniques. 
P¢mrt~ &f mm Pr9I~¢~ ~r¢ *!¢~¢ffl?lii9. mn¥tm ffi¢¢fi m19a91rn mm~~~ ~taxnw¥~ @¢n ~n¢&rwtil.t¢Ci mt9 
aitll~~BHlililfl~l~l1if~i1~1m~11~~l~f~i1r1111~~~11~1~~~1~11~i1~1~,1~1~~1~111~1 
itj ~ht¥ §f::QQMi.'\P µ~~@ m@tjaj nnm '2~~i:rn Details of this project are described in Barrick et al. 
(1988). These data have been incorporated into a Puget Sound sediment quality values database, 
which can be accessed by a mentt dri 'en f'rogram (SEDQUAL). A detailed descriptiott of the 
database and menu d1 iven features is gi'<• en in the SEDQUAL users manual (PTI I 988b). Because 
the chemical concentrations associated with biological effects are relatively low (relative to routine 
analytical detection limits), the data quality objectives for the sediment quality values database are 
stringent. 

Prior to inclusion in the database, data are subjected to a thorough quality assurance/quality 
control (QA/QC) review. The guidelines and control limits by which the data are judged were 
developed as an off shoot of the Puget Sound Estuary Program [(PSEP) 1986]. PSEP was formed 
in 1985 by a variety of agencies [i.e., Puget Sound Water Quality Authority (PSWQA), EPA, 
Ecology] with regulatory, resource management, and resource responsibilities in response to 
widespread concern over the environmental health of Puget Sound. As part of this program, 
regional experts met to discuss the analytical techniques appropriate to the assessment of 
environmental data in Puget Sound. As a result, Recommended Protocols for Measuring Selected 
Environmental Variables in Puget Sound (PSEP I 986) was produced. 



Prior to the publication of the Data Validation Guidance Manual for Selected Sediment 
Variables, the process for data validation had not been formally documented. However, the process 
was guided by PSEP ( 1986) control limits, EPA Contract Laboratory Program (CLP) procedures 
(U.S. EPA 1985, 1987, 1988), and the best professional judgment of the individuals conducting the 
data validation. 

1.3 APPROACH 

The approach to the data validation process presented in this guidance manual reflects the data 
quality objectives of Ecology's Sediment Management Unit, which is responsible for maintaining 
the sediment quality values database. These data quality objectives are ie~a~~y~fyrigorous because 
the data may ultimately be used to generate data quality values which, in turn, will be used as a 
basis for developing and/or revising sediment cleanup standards. The data validation process that 
was applied to the Phase I baseline survey for Puget Sound Dredged Disposal Analysis (PSDDA) 
was used as a general guide for level of effort and level of review detail (PTI l 988a). Many of the 
examples provided in this report were taken directly from the data review that accompanied the 
PSDDA Phase I survey. 

The approach to describing the data review process is organized by the major categories of 
analytes [i.e., conventional variables, metals, §~mi-¥9!;.ttjJ~ fi~Wim§ ¢gfil@pijg$ :ll'.htJYQ~~fil¢ gfijaj\µg 
c§fupgijtjq$ (MQQ)-$. semi volatile 01ganic com15ottnds and 15olychlorinated biphenyls (PCD)/15esticides, 
volatile 01ganic com15ottnds (YOC), bioaccumulation, bioassays, and benthic infauna). J'Jj¢$~riiiitjijf 
cM¢g&fi¢~ : :t¢l1t®.¢v~::: ~~M.~~~ ;;m ¢fi¢m~¢.~J ::9rw::~tmQsi~J: &ifi~PJ~$ m@ n~±¢ Mmn~r ~#.~t¥1im 
f®#ffem¢ht$~ These majo1 categories 1e151esent chernical g1ott15s or classes that have similar 
anahtieaf ie~ttitements. Only chemical and biological variables commonly used to characterize the 

lrlltifiiiiilli•";J~fllll 
is for ther focttsed by em15hasi:l:ing the analy tieal techniqttes that best add1 ess the data qttality 
1 eqtti1 ements of the database, or that ha• e been 1 ecommended by the majo1 1510g1 ams that address 
data qttality in Pttget Sottnd (PSDDA, PSEP,'RQg~['$9#.~9.::mmtl?:!~~f M9m~9~m& Pf§gfflfil (~~)}; 
PSWQA). Screening techniques, which generally have higher detection limits and less stringent 
precision and accuracy requirements, afij 6i:@ ~ddr~$$&ltm@h.iMmarfWi.U are gene1 ally not add1 essed in this manttal. ........................ .... .. .............................................. .. 

1.4 REPORT OVERVIEW 

General guidance on QA during field sampling is provided in Section 2. Section 3 summarizes 
general data collection and reporting requirements. Sections 4 through I 0 contain specific QA/QC 
requirements, evaluation procedures, and recommended actions for data on conventional variables, 
metals, semivolatile organic compounds, VOC, bioaccumulation, bioassays, and benthic community 
structure. A list of acronyms and a glossary are included in Appendix A to clarify terms used 
throughout the manual. 

1.5 REFERENCES 

Banick, R., S. Becket, L. Drn~n, H. Deller, and R. Pastorok. 1988. Sediment qttality values 
refinement. 1988 tt15date and evalttation of Puget S0ttnd AET. Final Re15ort. Prepared for the U.S. 
En v iionmental Protection Agency, Pttget Sottnd Estttary Program, Office of Pttget Sottnd, Seattle, 
WA. PTI En• ironrnental Services, Belle v tte, VIA. 

PSEP. 1986. Recommended protocols for measuring selected environmental variables in Puget 
Sound. Final Report. Prepared for Puget Sound Estuary Program. Tetra Tech, Inc., Bellevue, WA. 
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PTI. l 988a. Puget Sound dredged disposal analysis; Phase I baseline studies cruise report. 
Prepared for Washington Department of Ecology. PTl Environmental Services, Bellevue, WA. 

PTI. l 988b. Sediment quality values data management system. Prepared for Washington 
Department of Ecology, Olympia, WA. PTI Environmental Services, Bellevue, WA. 

U.S. EPA. 1985. Laboratory data validation functional guidelines for evaluating inorganics 
analyses. U.S. Environmental Protection Agency Data Validation Work Group, Washington, DC. 

U.S. EPA. 1987. Statement of work for inorganic analysis, multi-media, multi-concentration. U.S. 
Environmental Protection Agency Contract Laboratory Program, Washington, DC. 

U.S. EPA. 1988. U.S. EPA Contract Laboratory Program statement of work for organic analysis, 
multi-media, multi-concentration. U.S. Environmental Protection Agency, Washington, DC. 
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2. GENERAL GUIDANCE ON FIELD SAMPLING QUALITY ASSURANCE 

~n4· k¢#t~i9)@~filili&~~~,if l~J.l~~j~~~1~r~~~~!1~i~!~~~g~~,:~~tl1~~~:~~~?:i~0: ~?~~m:~! 
c0Heetion of sediment and benthie community samples is provided. The QA review of sampling 
procedures is not generally eondtteted dttring data validation. The guidance provided here is 
intended to provide perspective on appropriate field sampling precautions and the problems that 
may arise if the precautions are not observed. For example, the uncertainty in the sampling site 
coordinates is a concern for data that will be mapped, particularly if the site will be reoccupied 
(i.e., it is a permanent monitoring station). Sampling strategy may also become an issue if the 
validation process indicates that chronic field contamination may have occurred during a particular 
field survey (e.g., contamination of a VOC used during equipment cleaning), or some other 
sampling precaution was not observed (e.g., elevated levels of voe were expected based on the 
results of previous studies, but chronic losses seem to have occurred in the field study under 
review). 

2.1 POSITIONING 

Accurate navigation is essential to ensuring stations can be plotted and reoccupied with a high 
degree of certainty. Although several navigation or position fixing systems are currently available, 
factors such as price and accuracy vary considerably among them. The position fixing system 
selected for a given survey should be able to meet all study design requirements for accuracy and 
should, at a minimum, provide a high degree of precision (i.e., repeatable measurements). 
Positioning systems that are precise but lack a high degree of accuracy may be used after actual 
station locations are determined by accurate, independent means (i.e., "ground-truthed"). For 
bottom-related samples, all positioning systems should be used in conjunction with a fathometer 
to ensure sampling occurs at the proper water depth (allowing for tidal stage and any fathometer 
corrections). Protocols for station positioning are provided in PSEP (1986). 

The ability of a positioning method to achieve its highest projected accuracy depends, in part, 
on site-specific conditions. A preferred method may not be usable or sufficiently accurate at all 
locations. For example, Loran-C cannot be used in some parts of Puget Sound, and the accuracy 
of visual sighting methods decreases with distance from shore. Thus, the location (or the 
combination of locations) of the study is a principal determinant in the usefulness of a specified 
positioning method. 

Weather, currents, and other physical factors may also reduce the achievable accuracy of a 
positioning method. For example, the relative drift of the sampling equipment away from the boat 
under strong currents or winds can increase with depth. Resulting positioning errors in sample 
location (as opposed to boat location) may exceed acceptable limits for the study if effects of site 
location on positioning accuracy are not considered during design of the sampling program. 

Different levels of accuracy are required for different sampling. Water column sampling 
generally does not require a precisely known station location because the water column is relatively 
homogeneous compared with sediments. Trawling transects do not require high positioning 
accuracies because the sampled area is large and because the precise location of the net at any 
specified moment is uncertain. Accuracy is much more important for sampling conducted with 
equipment that penetrates or rests on the bottom (e.g., cores, grabs). Heavier equipment will 
usually reduce wire angles and the area in which the sampler was probably located. Sampling of 
point sources generally requires both high absolute accuracy for exact location of sources and high 
relative accuracy for proper definition of the spatial distribution of sediment pollutant concentra
tions. 
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The chemical or statistical analyses to which the collected samples are subjected should also 
be considered in determining the required navigational accuracy. If a gradient of environmental 
effects is suspected, but the analytical technique cannot measure small differences in the value of 
a specified variable, sampling stations can be located farther apart and a relatively less accurate 
positioning method can be used. However, within-station variability may be more difficult to 
discern using a less accurate positioning method. For variables with a patchy distribution, the patch 
size could be smaller than the area defined by the repeatable accuracy of the positioning method, 
resulting in replicates sampled across community or physical boundaries. These conditions may not 
be noticed in the field and could prevent correct interpretation of the data. Statistical comparisons 
with replicate samples (e.g., "synoptic" data, field replicates, time-series samples) from hetero
geneous stations deserve special attention. The effects of navigational positioning accuracy and 
the associated probable sampling area (i.e., area from which samples could have been collected) on 
statistical comparisons of data should be considered in the study design. 

Generally, it is sufficient to calculate probable sampling areas at three levels of accuracy: ±2, 
20, and 100 meters to determine the accuracy required for the survey. Both absolute and repeatable 
accuracies of positioning methods can be divided into these groupings. Each positioning method 
will provide accuracies that could fall anywhere within a certain range depending on site-specific 
conditions. The ±2, 20, and 100-meter accuracy levels are generally representative of the highest 
accuracies achievable under ideal conditions within the ranges of the various positioning methods. 
Candidate positioning methods can be evaluated by accuracy limitations to identify the most 
appropriate method. However, state agency or contractually required accuracies should never be 
exceeded. Having established accuracy requirements and survey area characteristics, the planner 
can then proceed with a detailed review of available systems. 

Once a positioning method that is adequate for the specific sampling objective has been 
selected, the proper setup, calibration, and operational procedures must be followed to achieve 
projected accuracies. If the appropriate equipment is already on board the vessel or the positioning 
task is hired out, the responsible party of the cruise should be sure at least one member of the 
field crew is familiar with the positioning method. If the scientific team is supplying the 
equipment, appropriate training or experienced personnel should be provided to ensure proper 
equipment operation and documentation of positioning data. A backup method should be available 
on short notice to avoid loss of ship time if the primary method fails. To ensure station locations 
are accurately occupied regardless of method and adequate documentation is available for other 
parties, recordkeeping requirements should be established, as described in Section 2.3. 

2.2 SEDIMENT SAMPLE COLLECTION AND STORAGE 

In Puget Sound, the most common sampling device for subtidal surficial sediments is the 
modified van Veen bottom grab. However, several coring devices are also used. The primary 
criterion for an adequate sampler is that it consistently collect undisturbed samples to the required 
depth below the sediment surface without contaminating the samples. An additional criterion is 
that the sampler can be handled properly on board the survey vessel. An otherwise acceptable 
sampler may yield inadequate sediment samples if it is too large, heavy, or awkward to be handled 
properly. 

Collection of undisturbed sediment requires that the sampler: 

1111 Create a minimal bow wake when descending 

1111 Form a leakproof seal when the sediment sample is taken 

1111 Prevent winnowing and excessive sample disturbance when ascending 

1111 Allow easy access to the sample surface. 

Most modified van Veen grabs have open upper faces that are fitted with rubber flaps. Upon 
descent, the flaps are forced open to minimize the bow wake, whereas upon ascent the flaps are 
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forced closed to prevent sample winnowing. Some box corers have solid flaps that are clipped open 
upon descent and snap shut after the corer is triggered. Although most samplers seal adequately 
when purchased, the wear and tear of repeated field use eventually reduces this sealing ability. A 
sampler should therefore be monitored constantly for sample leakage. If unacceptable leakage 
occurs, the sampler should be repaired or replaced. If a sampler is borrowed or leased for a 
project, its sealing ability should be confirmed prior to sampling. Also, it is prudent to have a 
backup sampler on board the survey vessel in case the primary sampler begins leaking during a 
cruise. 

For characterizing surficial sediments in Puget Sound, the upper 2 cm of the sediment column 
should be evaluated. When collecting the upper 2 cm of sediment, a minimum penetration depth 
of 4-5 cm should be achieved for each acceptable sample. 

Although the 2-cm specification is arbitrary, it will ensure that relatively recent sediments are 
sampled, adequate volumes of sediments can be obtained readily for laboratory analyses, and data 
from different studies can be compared. Sampling depths other than 2 cm may be appropriate 
for specific purposes. For example, the upper I cm of sediment may be required to determine the 
age of the most recently deposited sediments. By contrast, a sample depth much greater than 2 cm 
may be required to evaluate the vertical profile of sediment characteristics or to determine depth
averaged characteristics prior to dredging. If a sampling depth other than 2 cm is used, 
comparisons with data from 2-cm deep samples may be questionable. 

After the sampler is secured on deck, the sediment sample should be inspected carefully 
before being accepted. The following acceptability criteria should be satisfied: 

111 The sampler is not over-filled with sample so that the sediment surface is pressed 
against the top of the sampler 

111 Overlying water is present (indicates minimal leakage) 

111 Overlying water is not excessively turbid (indicates minimal sample disturbance) 

111 Sediment surface is relatively flat (indicates minimal disturbance or winnowing) 

111 Desired penetration depth is achieved (i.e., 4-5 cm for a 2-cm deep surficial sample). 

If a sample does not meet all criteria, it should be rejected. 

Before subsamples of the surficial sediments are taken, the overlying water must be removed. 
The preferred method of removing this water is by slowly siphoning it off near one side of the 
sampler. Methods such as decanting the water or slightly cracking the grab to let the water run 
out are not recommended, because these methods may result in unacceptable disturbance or loss 
of fine-grained surficial sediment and organic matter_ 

Once the overlying water has been removed, the surficial sediment can be subsampled. It is 
recommended that subsamples be taken using a flat scoop shaped like a coal shovel. The shoulders 
of the scoop should be 2 cm high. This device will allow a relatively large subsample to be taken 
accurately to a depth of 2 cm. Coring devices are not recommended because generally they collect 
small amounts of surficial sediment, and therefore require repeated extractions to obtain a 
sufficient volume of material for analysis of conventional sediment variables. A curved scoop is 
not recommended because it does not sample a uniform depth. Because accurate and consistent 
subsampling requires practice, it is advisable that an experienced person perform this task. 

If samples are to be analyzed for trace metals or priority pollutant organic compounds, sample 
contamination during collection must be avoided. All sampling equipment (i.e., siphon hoses, 
scoops, containers) should be made of noncontaminating material and should be cleaned 
appropriately before use. Samples should not be touched with ungloved fingers. In addition, 
potential airborne contamination (e.g., stack gases, cigarette smoke) should be avoided. More 
detailed guidance for preventing sample contamination is provided in the QA guidance for metals 
and organic compounds in other sections of this report and in PSEP ( 1986). 

6 



Samples should be placed in precleaned containers, stored on ice, and later transferred to 
refrigerators or freezers (see Table 2-1 for preservation conditions for each type of sample). 
Guidelines for maximum holding times are also listed in Table 2-1. 

2.3 SAMPLE HANDLING AND DOCUMENT CONTROL 

After sample collection, proper sample handling minimizes changes in the constituents of 
interest and potential errors when shipping and analyzing samples. All stages of sample handling 

a~f:lli~~\wf.f~Jt$ili~;~~m\;i~~rtillt11Bil1~\19*~~:r~~¢:~~~~ij~~µ~m~~r~~~~1!: 
requirements were performed and provides proof that handling was conducted properly if questions 
arise later. 

It is important throughout any sampling and analysis program to maintain integrity of the 
sample from the time of collection to the point of data reporting. Proper chain-of-custody 
procedures allow the possession and handling of samples to be traced from collection to final 
disposition. The following documents are needed to maintain proper chain-of-custody: 

1111 Field logbook-All pertinent information on field activities and sampling efforts 
should be recorded in a bound logbook. The field supervisor should be responsible 
for ensuring that sufficient detail is recorded in the logbook. The logbook should 
enable someone else to completely reconstruct: the field activity without relying on 
the memory of the field crew. All entries should be made in indelible ink, with 
each page signed and dated by the author, and a line drawn through the remainder 
of any page. All corrections should consist of permanent line-out deletions that are 
initialed. At a minimum, entries in a logbook should include: 

Date and time of starting work 

Names of field supervisor and team members 

Purpose of proposed sampling effort 

Description of sampling site, including information on any photographs 
that may be taken 

Location of sampling site 

Details of actual sampling effort, particularly deviations from standard 
operating procedures 

Field observations 

Field measurements performed (e.g., pH, temperature, flow) 

Field laboratory analytical results 

Sample identification 

Type and number of sample bottles collected 

Sample handling, packaging, labeling, and shipping information (including 
destination). 

Chain-of-custody procedures should be maintained with the field logbook. While 
being used in the field, the logbook should remain with the field team at all times. 
Upon completion of the sampling effort, the logbook should be kept in a secure 
area. 

11111 Sample labels-Sample labels must be waterproof and must be securely fastened to 
the outside or placed inside each sample container (depending on the kind of sample) 
to prevent misidentification of samples. Labels must contain at least the sample 
number, preservation technique, date and time of collection, location of collection, 
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TABLE 2-1. RECOMMENDED SAMPLE SIZES, CONTAINERS, 
PRESERVATION TECHNIQUES, AND HOLDING TIMES 

FOR SEDIMENT CONVENTIONAL VARIABLES 

Minimum 
Sample Size 

Variable (gramst Containerb Preservation 

Particle size 100-150c P,G Cool, 4° C 

Total solids 50 P,G Freeze 

Total volatile solids 50 P,G Freeze 

Total organic carbon 25 P,G Freeze 

Oil ,md gr ease 188 6 emly Eool, 4° E, I IEl, 
Freeze 

Total sulfides 50 P,G Cool, 4° C, 
lN zinc acetate 

Tot,tl nitrogen 25 P,6 Freeze 

Biochemical oxygen demand 58 P,6 Eool, 4° E 

Ehemical: oxygen demand 58 P,6 Eool, 4° E 

Maximum 
Holding Time 

6 monthsd 

6 monthsd 

6 monthsd 

6 monthsd 

28 d,ty~ 
6 month~ 

7 daysct 

6 mo11t!t~ 

7 day~ 

7 day~ 

a Recommended field sample sizes for one laboratory analysis. If additional laboratory analyses 
are required (e.g., replicates), the field sample size should be adjusted accordingly. 

b P = polyethylene; G = glass. 

c S,u1dier sediments 1 equire larger .•1<1nrple sizes than do muddier sedimrnts.$Mi<:IY §~sUfu~rj!~ 
r~q)Jir~ mr&~r.$.~t.m:;~ ~w;.~g tb~n g9 mIIP:fJY.$¢9im¢nl~~ 
d This is a suggested holding time. No EPA criteria exist for the preservation of this variable. 

e This holding time is recommended by Plumb (1981). 
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and signature of the collector. Labels should be marked with indelible ink. 
Abbreviated labels may also be placed on the cap of each jar to facilitate sample 
identification. 

1111 Chain-of-custody records-A chain-of-custody record must accompany every sample. 
Each person who has custody of the sample must sign the form and ensure that the 
samples are not left unattended unless secured properly. 

1111 Custody seals-Custody seals are used to detect unauthorized tampering with the 
samples. Sampling personnel should attach seals to all shipping containers sent to 
the laboratory by common carrier. Gummed paper seals or custody tape should be 
used so the seal must be broken when opening the sample container. 

For further information regarding proper chain-of-custody procedures, consult the policies and 
procedures manual for the National Enforcement Investigations Center (U.S. EPA 1978). 

2.4 REFERENCES 

Plumb, R.H. 1981. Procedures for handling and chemical analysis of sediment and water samples. 
Technical Report EPA/CE-81-1. U.S. Army Corps of Engineers, Vicksburg, MS. 

PSEP. 1986. Recommended protocols for measuring selected environmental variables in Puget 
Sound. Final Report. Prepared for Puget Sound Estuary Program. Tetra Tech, Inc., Bellevue, WA. 

U.S. EPA. 1978 (revised 1983). NEIC policies and procedures. EPA-330/9-78-001. National 
Enforcement Investigations Center, Denver, CO. 
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3. GENERAL DATA REPORTING REQUIREMENTS 

Considerable documentation must be obtained from laboratories for a complete data review. 
The following lists, excerpted from PSEP protocols, specify documentation that should be included 
in laboratory data packages for chemical analysis. The items listed below include some, but not 
all, of the standard documentation required by EPA/CLP. The documentation below is required 
for independent QA review of the data and should always be specified in the original statement 
of work (SOW). 

3.1 CONVENTIONAL VARIABLES 

3.1.1 Particle Size, Total Solids, and Total Volatile Solids 

The weight of each sediment fraction should be reported to the nearest 0.000 l gram dry 
weight. The laboratory should report the results of all samples analyzed (including QA replicates) 
and should note any problems that may have influenced data quality. 

Total solids (TS) should be reported as a percentage of the wet weight of the sample to the 
nearest 0.1 unit. The laboratory should report the results of all samples analyzed (including QA 
replicates) and should note any problems that may have influenced sample quality. 

Total volatile solids (TVS) should be reported as a percentage of the dry weight of the 
uncombusted sample to the nearest 0.1 unit. The laboratory should report the results of all samples 
analyzed (including QA replicates) and should note any problems that may have influenced data 
quality. 

3.1.2 Total Organic Carbon 

Total organic carbon (TOC) should be reported as a percentage of the dry weight of the 
unacidified sample to the nearest 0.1 unit. The laboratory should report the results of all samples 
(including QA replicates, method blanks, and standard reference measurements) and should note 
any problems that may have influenced sample quality. The laboratory should also provide a 
summary of the calibration procedure and results (e.g., range covered, regression equation, 
coefficient of determination). 

3.1.3 Total Sulfides 

Total sulfides should be reported as mg/kg of sediment dry weight to the nearest 0.1 unit. 
The laboratory should report the results of all samples (including QA replicates) and should note 
any problems that may have influenced sample quality. The laboratory should also describe the 
calibration curve used to determine total sulfide concentrations. 

3.2 METALS 

For metals, the data report package for analyses of each sample should include the following: 

111 Tabulated results in units as specified for each matrix in the analytical protocols, 
validated and signed in original by the laboratory manager 
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1111 Any data qualifications and explanation for any variance from the analytical 
protocols 

111 Results for all of the QA/QC checks initiated by the laboratory 

1111 Tabulation of instrument detection limits (IDL) and method detection limits (MDL). 

All contract laboratories are required to submit metals results that are supported by sufficient 
backup data and QA results to enable independent QA reviewers to conclusively determine the 
quality of the data. The laboratories should be able to supply legible photocopies of original data 
sheets with sufficient information to unequivocally identify: 

111 Calibration results 

1111 Calibration and preparation blanks 

1111 Samples and dilutions 

1111 Duplicates and spikes 

11111 Any anomalies in instrument performance or unusual instrumental adjustments. 

3.3 ORGANIC COMPOUNDS 

The following documentation is needed for organic compounds: 

1111 A cover letter referencing or describing the procedure used and discussing any 
analytical problems 

1111 Reconstructed ion chromatograms for gas chromatography/mass spectrometry 
(GC/MS) analyses for each sample 

1111 Mass spectra of detected target compounds (GC/MS) for each sample and associated 
library spectra 

1111 Gas chromatography /electron capture detection (GC/ECD) and/or gas chromato
graphy /flame ionization detection (GD/FID) chromatograms for each sample 

1111 Raw data quantification reports for each sample 

1111 A calibration data summary reporting calibration range used [and decafluorotri
phenylphosphine (DFTPP) and bromofluorobenzene (BFB) spectra and quantification 
report for GC/MS analyses] 

111 Final dilution volumes, sample size, wet-to-dry ratios, and instrument detection limit 
(IDL) 

1111 Analyte concentrations with reporting units identified (to two significant figures 
unless otherwise justified) 

111 Quantification of all analytes in method blanks (ng/sample) 

111 Method blanks associated with each sample 

1111 Recovery assessments and a replicate sample summary (laboratories should report all 
surrogate spike recovery data for each sample; a statement of the range of recoveries 
should be included in reports using these data) 

1111 Data qualification codes and their definitions. 
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3.4 BIOASSAYS 

3.4.l Amphipod Mortality Test 

The following data should be reported by all laboratories performing this bioassay: 

1111 Water quality measurements during testing [e.g., dissolved oxygen (DO), temperature, 
salinity, pH] 

1111 Daily emergence for each beaker and the 10-day mean and standard deviation (SD) 
for each treatment 

• JPH;t~M §ij:fif:i&tR nnw llti¥fi&kl'U iri. ¢®fi p~J{¢f ij,pq th¢• mi~m ij'.ijiq. SP f&N ~~¢W 
tt~~Jiiji!\j:iJ 

ii rs#nrln& 9f:iitt~~~tm~t WtiJ¢t hi i~¢1t $i4imil.it'$W&P:Ji 
• ?§tn&µjr PRw-:t~iµ~§ ~ijg Q? ~r~6t£P:fillfi~~ !ij;~~~lli t9r r~tt~r~ij~ mx~¢~nffl 
1111 l 0 da-y sm vi• al in each beaker and the mean and SD for each treatment 

111 Interstitial salinity values of test sediments 

111 96 hot11 LC50 • alues l"I ith reference toxic an ts 

1111 Any problems that may have influenced data quality. 

3.4.2 Juvenile Jijf~yr#(Bhahe Mortality Test 

The following data should be reported by all laboratories performing this bioassay: 

111 Water quality measurements during testing (e.g., DO, temperature, salinity, pH) 

~·•·.···· >lPrs~¥ §µtt~x?.i Xb9t@nxix<ir§J. m~e~9ttu~~R~f :i.¥i4 ~v~ m~~nc~ni:f ?$cy···•r<>r ¢~9w 
if¢.ij(ffi¢tjJ 

• . mmfi§µr ¥mS1! ¥~4~$ ~#4 9~ P#r¢~6t #9nf.i.4~P¢~ i#.(~r&~w tt9r r¢t~r~n¢~ t§K~£?titf 
111 I 0 day sur. i •al in each beaker and the mean and SD for each treatment 

1111 96 hour LCSO -values with reference toxicants 

1111 Any problems that may have influenced data quality. 

3.4.3 Juvenile Neanthes Growth/Mortality Test 

The following data should be reported by all laboratories performing this bioassay: 

1111 Water quality measurements during testing (e.g., DO, temperature, salinity, pH) 

ii ~Qjq'ijy 9Nfr@~~(ffig qcy w~~&lit1d6 ~~;;iij p~~g~f ~nq th~ ffii}ijfi?MHJ:S!.P (Qf~ijpfi 
tf¢ijfitj¢,QJ 

• :m+4~Y ~#r-Y101r<nmr sti6HY.9t$I m ¢~¢ii l?~~Jc@ ij#P'< rn~ m~ijfi ~tl9 SP ff6N ~ij¢fi 
tj;¢ijfitj¢.pJ 

• £$~~i~~~mc,so. iji14 ~c$ 0iHJ~$ ijtid 9$ ri~fi:~"Qj mmtm¢h¢~ in®'f\'lijJ$ riilrt~Nr~n¢~ 

1111 I 0 d:.ty 3UI vi v :.ti in each beaker and the mean and SD for each treatment 
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1111 96 hottr LCsu valttes ""ith referenee toxieant~ 

1111 Any problems that may have influenced data quality. 

3.4.4 Bivalve Larvae Abnormality Test (Whole Sediment) 

The following data should be reported by all laboratories performing this bioassay: 

11 Water quality measurements at the beginning and end of testing (e.g., DO, 
temperature, salinity, pH) 

1111 Individual replicate and mean and SD data for larval survival after 48 hours 

1111 Individual replicate and mean and SD data for larval abnormalities after 48 hours 

111 n ii~-~~~¥Gw- ~);14 l$G@ &~Jua i.i.4 9$ ii¢r¢i~W ¢§#fi9¢ij¢¢ WJ¢rvim fqff~t~t~n9.¢ 

1111 48 hottr LC50 and EC50 with refe1 ence toxicants 

1111 Any problems that may have influenced data quality. 

3.4.5 Bivalve Larvae Abnormality Test ($µ$~jj~~ glj~~~)(Ehth iate) 

The following data should be reported by all laboratories performing this bioassay: 

1111 Water quality measurements at the beginning and end of testing (e.g., DO, 
temperature, salinity, pH) 

1111 Individual replicate and mean and SD data for larval survival after 48 hours 

1111 Individual replicate and mean and SD data for larval abnormalities after 48 hours 

a : if i.l~i~PGw- iii4 PP'@ mi.tUa i.i.4 9$. P¢r¢¢n( ¢§.#f~g¢)fiq¢ i.r#¢f¥l:il$ f9i f¢f~t~M¢ 

111 48 hottr LC50 and EC50 ; alttes with referenee toxieant:i 

1111 Any problems that may have influenced data quality. 

3.4.6 Echinoderm Embryo Abnormality Test 

The following data should be reported by all laboratories performing this bioassay: 

1111 Water quality measurements at the beginning and end of testing (e.g., DO, 
temperature, salinity, pH) 

1111 Individual replicate and mean and SD data for embryo survival after 48 hours 

1111 Individual replicate and mean and SD data for embryo abnormalities after 48 hours 

~ l~~~~~~liiGw- i#4?$C$(l x~hl® ~#i:t :9$ ii~ii¢~'ht :GQiifi4~6¢~ frU&ii'Vijl$ f#i i~t~f~ri¢~ 

1111 48 hot11 LC50 and EC50 values with 1 eference toxicants 

1111 Any problems that may have influenced data quality. 
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3.4.7 Microtox™ Test (Saline Extract) 

The following data should be reported by all laboratories performing this bioassay: 

• •· f[R;?ni~f'.~~Ait~ng ij.$~~y ~9HM Jf~Sl@®Sl# 
11 Percent decrease in luminescence for each concentration of supernatant (e.g., saline 

sediment extract) tested, including blanks 

1111 Determination of a significant dose-response relationship by least-squares regression 
of percent decrease in luminescence on the logarithm of sample dilution 

1111 Determination of EC50 values and 95 percent confidence limits for the reference 
toxicant 

1111 Any problems that may have influenced data quality. 

3.4.8 Microtox™ Test (Organic Extract) 

The following data should be reported by all laboratories performing this bioassay: 

1111 Range-finding assay results 

1111 Raw light emission data for each test series 

1111 15-minute EC50 data and 95 percent confidence intervals for each test series and for 
controls 

111 Any problems that may have influenced data quality. 

3.5 BENTHIC INFAUNA 

A sample sorting efficiency of 95 percent of total number of individuals generally is 
considered acceptable. That is, no more than 5 percent of the organisms in a given sample are 
missed by the sorter. Similarly, species identifications by each taxonomist can be expected to be 
accurate for at least 95 percent of the total number of species. Unless otherwise specified, all 
organisms should be identified to the lowest possible taxon and to species level whenever possible. 
In cases where the identity of a species is uncertain, a species number will suffice (e.g., Macoma 
sp. 1, Macoma sp. 2). Numerical designations must be consistent throughout each study. To 
facilitate comparability among different studies, the distinguishing characteristics of each 
unidentified species should be recorded. Data for each replicate sample should be reported as 
number of individuals per sample for each species and as biomass (nearest 0.1 gram wet weight per 
sample) for each major taxonomic group. 
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4. QUALITY ASSURANCE FOR CONVENTIONAL VARIABLES 
IN SEDIMENT 

4.1 INTRODUCTION 

Guidelines for evaluating the following conventional sediment variables are provided in this 
section: 

Ill Particle size 

1111 Total solids 

11111 Total volatile solids 

Ill Total organic carbon 

Ill Total sulfide 

1111 Ammonia. 

The QA guidelines for evaluating these analyses were developed to standardize Puget Sound 
data for comparability among studies. Laboratory procedures for conventional variables are 
described in Recommended Protocols for Measuring Selected Environmental Variables in Puget 
Sound (PSEP 1986). 

QA reporting requirements for conventional analyses under PSEP protocols (PSEP 1986) should 
include the following: 

11111 Sample analytical results 

11 QA replicates 

11111 Summary of problems influencing data quality. 

Additional reporting requirements for TOC include method blanks, ¢¢#m¢4 i~f.~r¢1J.~~ Ji:@~fiijJ 
(§B:MJ i~~#.H§. gtandard referenee material (SRM) regttltg, and a description of calibration 
procedures (e.g., range covered, regression equation, coefficient of determination). For total 
sulfides and ammonia, method blanks and calibration descriptions should be included in the 
reporting package. 

QA measures for sediment conventional variables are less extensive than those for specific 
chemical and biological variables. PSEP protocols specify frequencies of QA analyses but do not 
specify control limits. Because no control limits are described, the data reviewer should apply 
best professional judgment when assessing the data. Reasonably achievable control limits are 
provided in Table 4-1 as an aid in the review process. 

Triplicate analyses at a frequency of 5 percent are required for all sediment conventional 
variables. The failure of the laboratory to perform this QA requirement could indicate problems 
in the analytical system. Data usability is highly questionable if no replicates are performed. 

Laboratory QA requirements and data validation and assessment for conventional analyses are 
discussed in the following three sections: I) Particle Size, Total Solids, and Total Volatile Solids; 
2) Total Organic Carbon; 3) Total Sulfide and Ammonia. In each section, the definition and 
general use of each type of variable are described, followed by the data validation process (i.e., 
requirements, evaluation procedure, action). 
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TABLE 4-1. RECOMMENDED FREQUENCIES AND CONTROL LIMITS 
FOR CONVENTIONAL QA SAMPLES 

Analysis Type 

Method blanks 

Analytical replicates 
tfipfi¢~t¢~ 

Stand at d G¢fdti~q 
reference 
materials 

Matrix spikes 

Parameter3 

Ammonia 

Total sulfide 

All parameters 

TOC 

a Only applicable parameters are listed. 

Frequency of Analysisb 

5% or one per batch, whichever 
is more frequent 

One pe1 bateh?.OO:i'§r:gµ~. lm! 
t?~fati; wn~¢n~¥¢r m mi'.W¢ rnt~s 
mrnm 
One per bateh~OO:::§t.:&n~ ~; 
9~#mrnwn~9n~M¢t m m&r~m~s 
tjij'gij( 

5% or one per batch, whichever 
is more frequent 

I per major survey, if available 

Control Limi( 

<1/10 sample con
centration 

wnno1s~ffii:iM®tiM 
Mnff~Wm 

±20% RPD 01 CV 

Within 95% confi
dence limit 

NA 

b Frequencies listed are minimums; some programs may require higher levels of effort. 

c Not a PSEP protocol control limit. Control limits are recommendations to aid in data review. 

ct TOC = Total organic carbon. 

e Matrix spike may be analyzed for TOC, total sulfide, and ammonia. 

r NA = Not applicable. 
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4.2 PARTICLE SIZE, TOTAL SOLIDS, AND TOTAL VOLATILE SOLIDS 

In this section, guidance is provided for the evaluation of particle size data, TS data, and TVS 
data. Particle size is used to characterize the physical characteristics of sediments. Because particle 
size influences both chemical and biological variables, it can be used to normalize chemical 
concentrations according to sediment characteristics and to account for some of the variability 
found in biological assemblages. 

TS are the organic and inorganic material remaining after a sample has been completely dried. 
This variable is commonly used to convert sediment concentrations of substances from a wet
weight to a dry-weight basis. It is typically measured in conjunction with other variables. TVS 
represents the fraction of TS that are lost on ignition at a higher temperature than is used to 
determine TS. TVS is used as a crude estimate of the amount of organic matter in TS. Both TS 
and TVS are operationally defined by the temperature of drying or ignition. 

4.2.1 Requirements 

The following laboratory QA checks are required for particle size, TS, and TVS analyses: 

111 Analyze one sample in triplicate for every 20 samples, or one per batch, whichever 
is more frequent. 

4.2.2 Evaluation Procedure 

During data review, the reviewer should perform the following: 

111 Verify that triplicate analyses were performed at the proper frequency. 

11 Spot check sample calculations for particle size and TVS at a frequency of 10 
percent. If any calculation errors are found, all samples must be recalculated. TS 
calculations should be l 00 percent validated because calculation errors in TS can 
affect other variables (i.e., chemical concentrations). 

4.2.3 Action 

The assessment of precision for all three parameters is performed by calculating the SD and 
percent coefficient of variation (CV) for the replicate analyses. The calculations are as follows: 

SD 

where: 

C = The mean of the replicate measurements,Q1 --€+ 

n 

Percent CV 

Number of replicate measurements 

100 x SD 
c 

There are no control limits specified in PSEP protocols, but the CV should be less than 20 
percent. Best professional judgment should be used if only a few of the particle size fractions or 
the solids determinations are outside this limit. Sample heterogeneity may be the problem and 
not laboratory technique. The laboratory data summary should discuss problems associated with 
the samples and their analyses. 
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Overall sample recovery for particle size is assessed by comparing the sum of the fraction 
weights with the calculated dry weight of the initial sample aliquot. PSEP protocol recommends 
losses assessed by this method be less than 5 percent (or >95 percent recovery). If samples have 
recoveries less than 95 percent but greater than 90 percent, these low recoveries would probably 
not significantly change the size fractions. For recoveries less than 90 percent, the data need to 
be reviewed as to the possible effect the low recoveries might have on the size fractions reported. 

Figure 4- l demonstrates size fraction calculations, CV calculations, and comparison of the 
fraction weights to the calculated dry weight. 

TS calculation errors affect all sample values calculated on a dry-weight basis. After 
correcting the TS result, further corrections are necessary for affected data (e.g., each metal 
analyte). Figure 4-2 demonstrates TS and TVS calculations. 

4.3 TOTAL ORGANIC CARBON 

In this section, guidance is provided for the evaluation of TOC data. TOC is a measure of the 
total amount of nonvolatile, partially volatile, volatile, and particulate organic material in a sample. 
TOC is independent of the oxidation of organic carbon. Because inorganic carbon (e.g., carbonates, 
bicarbonates, free carbon dioxide) will interfere with TOC determinations, samples are treated to 
remove inorganic carbon before analysis. 

4.3.1 Requirements 

The following laboratory QA checks are required for TOC analyses: 

11111 The laboratory should provide a summary of the calibration procedure and results 

1111 One method blank must be analyzed for every 20 samples, or one per batch, 
whichever is more frequent 

1111 The laboratory should analyze one sample in triplicate for every 20 samples, or one 
per batch, whichever is more frequent 

1111 A @B:MSRM-should be analyzed at least once for each major survey. 

4.3.2 Evaluation Procedure 

During data review, the reviewer should perform the following: 

1111 Verify that instrument calibration procedures were properly followed 

1111 Verify that triplicate analyses, method blanks, and C.RM SRM-were performed at 
the proper frequency ··············· 

1111 Spot check sample calculations at a frequency of l 0 percent. 

4.3.3 Action 

No control limits are specified for TOC calibration under PSEP. The data reviewer should 
review the raw data sheets to check the frequency of calibration verification checks. Potassium 
acid phthalate is commonly used to verify instrument calibration, but other standards may also be 
used. 
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Figure 4-1. Example of laboratory raw data sheet for particle size analysis 



i SERVICE REQUEST NUMBER 
'6S"+'D 
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Figure 4-2b. Example of laboratory raw data sheet and calculations for total solids 
(Figure 4-2a) and total volatile solids (Figure 4-2b) 
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A calibration verification standard should be analyzed at the beginning of each analytical run. 
Most instruments are precalibrated, and the calibration verification standard is necessary to verify 
that the instrument is functioning properly and is able to produce accurate data. The percent 
recovery should be between 90-110 percent, which is routinely achievable in most laboratories. 
Calibration verification standards with percent recoveries outside this range could indicate sample 
values are over- or under-estimates, depending on the direction of the discrepancy. If the standard 
has a recovery of less than 80 percent or greater than 120 percent, the associated data should be 
considered estimates and assigned an E qualifier. 

Method blanks are to be analyzed at a frequency of 5 percent. The blanks used for sediment 
analyses are usually I to 2 orders of magnitude lower than the sample concentrations. If the blank 
is less than 1II0 the samf'le concentrationqf Jhijl&W~t!BJ:in¢~f#i~iJiQij~jfilpw, no further action is 
necessary. If the blank is greater than 1/10, the reviewer should blank-correct the data f¢faU 
~ajjiPJ~~ 'imti#9ij¢~nfr~Hhri$. itHX Um~lfatb~ t>mhK #~rl~httitiiiQi, if not already done ·b:y···tiie 
laboratory, and assign corrected results a B qualifier if the data have been blank-corrected down 
to the detection limit or a Z qualifier if the blank-corrected value exceeds the detection limit. 

The method precision is measured by triplicate analyses. The SD and CV are calculated as 
previously described. The CV should be less than 20 percent. If the CV for the replicate analysis 
is greater than 20 percent, the samples should be considered estimates and assigned an E qualifier. 

Sediment ORMfor~}SRM is not commonly available for TOC. If one is analyzed, ORM SRM 
recovery should be within 80-120 percent. An example of a laboratory raw data sheet is shown 
in Figure 4-3 to illustrate blank analyses, calibration standards, and triplicate analyses. 

4.4 TOTAL SULFIDE AND AMMONIA 

In this section, guidance is provided for the evaluation of total sulfide and ammonia data. 
Total sulfide represents the amount of acid-soluble hydrogen sulfide (H2S), bisulfide (HS-), and 
sulfide (S2

-) in a sample. Sulfides are measured because they may be toxic and may create 
unaesthetic conditions (i.e., rotten odor). Special precautions must be taken during sulfide sampling 
to minimize losses due to volatilization of H2S or oxidation by DO. 

Ammonia is the most reduced form of inorganic nitrogen found in sediments. It is an 
essential nutrient that is produced during organic matter degradation. Elevated levels of ammonia 
commonly co-occur with dissolved or total sulfide. 

4.4.1 Requirements 

The following QA checks are required under PSEP protocols for total sulfide and ammonia 
analyses: 

1111 The samples must be analyzed within specified holding times 

111 The laboratory should provide a summary of calibration procedures 

1111 One triplicate analysis should be analyzed for every 20 samples, or one per batch, 
whichever is more frequent. 
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4.4.2 Evaluation Procedures 

During data review, the reviewer should perform the following: 

1111 Verify that analyses were performed within the specified holding time. 

1111 Verify that a blank and at least three standards were used to develop the calibration 
curve. Fresh standards should be used for each analytical run. 

1111 Verify that triplicate analyses were performed at the proper frequency. 

4.4.3 Action 

Holding time is very critical for sulfide analyses. The PSEP-recommended holding time is 
7 days. Samples analyzed past the holding time should be considered estimates and assigned either 
an E or a G qualifier. While no holding time is described for ammonia, the EPA-recommended 
holding time for ammonia in preserved water samples is 28 days. 

The determination of the calibration curve for total sulfide should include a reagent blank and 
at least three standards. The correlation coefficient for the least squares fit of the data should be 
equal to or greater than 0.995. 

PSEP protocols do not specify a method for the analysis of ammonia in sediments. Calibration 
procedures will vary depending on the analytical method chosen by the laboratory. The two most 
common methods of determining ammonia after extraction are by colorimetric or selective ion 
electrode methods. In either case, to determine the calibration curve, a minimum analysis of one 
blank and three standards is required. Colorimetric procedures should produce a linear standard 

~i~4#£m~4aifu&.~tihi1~£§µ~¢iwhii~w i~t~mtf ¢4°ii~1i~¢.~±l1&8ilia~~~i ~l~lll~~~lllJ,~'1b1':~~~illl 
f¢\p§;d¢9.) Select ion cleetrode methods prodttee a logarithmic ettrve. 

Triplicate analyses are required for total sulfide and ammonia. The SD and CV should be 
calculated, and the percent CV for each triplicate should be less than 20 percent. If no triplicates 
were analyzed or if the CV was greater than 20 percent, flag the data as estimates and assign an 
E qualifier. Laboratory raw data sheets for ammonia and total sulfide are shown in Figure 4-4 to 
demonstrate calibration information the laboratory should provide. 

4.5 REFERENCES 

PSEP. 1986. Recommended protocols for measuring selected environmental variables in Puget 
Sound. Final Report. Prepared for Puget Sound Estuary Program. Tetra Tech, Inc., Bellevue, WA. 
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Figure 4-4b. Example of laboratory raw data sheets for ammonia (Figure 4-4a) and total sulfide (Figure 4-4b) 



5. QUALITY ASSURANCE FOR METALS IN SEDIMENT 

5.1 INTRODUCTION 

Metals analysis includes a variety of metals and metal species. There are also a variety of 
acceptable digestion procedures (e.g., strong acid, total acid) and analytical methods [e.g., graphite 
furnace atomic absorption (GFAA) analysis, inductively-coupled plasma (ICP) emission spectro
scopy] that can be applied to metals analysis. In this section, emphasis is placed on the methods 
that are recommended by PSEP (1986) or PSDDA (U.S. COE 1988) programs. 

The development of QA guidelines for evaluating metals data to be included in the Puget 
Sound database was based on the QA requirements of the EPA/CLP program. CLP protocols were 
developed to provide the highest quality data possible for evaluating samples most likely to contain 
high contaminant concentrations from hazardous waste sites. The QA criteria laboratories must 
meet under CLP guidelines are rigid yet reasonably achievable because of the high detection limits 
required. Implementation of these same criteria for data acceptance under PSEP protocols, which 
require lower limits of detection (LOD) and a different sample digestion matrix, increases the 
challenge to produce acceptable data. In many cases, PSEP protocols require LOD approaching or 
below the detection limits of the instrumentation, making accuracy and precision requirements 
difficult to achieve. 

In the step-by-step process of review, the reviewer should keep in mind the protocol 
restrictions described above and make QA assessments based on these factors. Each section below 
discusses problems that could be encountered based on the methodology required under PSEP and 
PSDDA. Because QA criteria under PSEP were adapted from EPA/CLP, the review guidelines 
describe below are based on Laboratory Data Validation Functional Guidelines for Evaluating 
lnorganics Analyses (U.S. EPA 1985). Table 5- l lists the recommended frequencies and control 
limits for QA samples. A series of worksheets is provided in Appendix B to aid the reviewer in 
the step by step review process for metals data. 

5.2 UNIQUE SAMPLING REQUIREMENTS FOR METAL ANALYSIS 

Sample collection for metals must be conducted in a manner that ensures that samples are free 
from metals contamination. In the field, sources of contamination include sampling gear, 
lubrication and oils, engine exhaust, airborne dust, insufficiently cleaned or inappropriate storage 
containers, and ice used for cooling samples. 

Exposure to airborne dust can be minimized by using capped containers and by keeping 
physical sample handling to a minimum. The best containers for the collection and storage of trace 
metal sediment samples are made of linear polyethylene or polypropylene, with a polyethylene cap. 
Borosilicate glass may also be used, but lids must not have aluminum or cardboard liners. 

Prior to use, containers and any glass or plastic parts associated with the sampling equipment 
should be thoroughly cleaned with a detergent solution, rinsed with tap water, soaked 24 hours at 
70° C in an acid solution of I: l deionized water:HN03 or l: l deionized water:HCI, then rinsed 
with deionized water. Chromic acid should not be used for cleaning purposes. 

5.3 DATA COMPLETENESS AND FORMAT 

The first step in the QA review process is to determine if the laboratory has provided results 
for all samples and required QA/QC information. Incomplete data sets can result by the 
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TABLE 5-1. RECOMMENDED FREQUENCIES AND CONTROL LIMITS 
FOR METALS QA SAMPLES 

Analysis Type 

Preparation blanks 

Standard Gefiifie<lfref erence 
materials" · w 

Matrix spikes 

Analytical replicates 

Frequency of Analysisa,b 

5% or one per batch, whichever 
is more frequent 

5% or one per batch, whichever 
is more frequent 

5% or one per batch, whichever 
is more frequent 

5% or one per batch. whichever 

Control Limit 

Low level - ~2xIDL 
High level - <lDL 

80-120% recovery 

7 5-125% recovery 

±20% RPO 

a Frequencies listed are minimums; some programs may require higher levels of effort. 

b For batches of five samples or less, the minimum QA checks should be a method blank and the 
analysis of an SRMa ~l\!l. If an analyte is not in the-5R:M C:RM, a matrix spike must be analyzed 
for that particular anafyte. In general, for small batches (Le~~ ~5 samples), the priority of QC 
checks should be: SRM-ClSM}> analytical duplicates > matrix spikes. If several batches of the 
same matrix are analyzed sequentially (i.e., for several small projects), a-sRM(JRM can be analyzed 
at a frequency of 5% overall, with at least one sample duplicate analyzed per Individual batch. 

c Certified values not available for all elements (e.g., silver). 
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laboratory's inadvertent omission of information from a data package or when required information 
may not have been requested by the contractor. S¢¢n¢# jj~]J$l$f¢qµ,l;f¢.4l@~':mU<?f:Y4¢lihff~l>l¢$j 

The following laboratory information is reqttired te e • ahiate sample data for inelttsion in the 
P1:1get Sound database: 

111 Tabulated results in units as specified for each matrix in the analytical protocols, 
v"alidated and signed in original by the laboratory manager 

111 An) data qualifications and explanations fer an:y ., ariance from the analytical 
protocols 

1111 Results for all of the QA/QC checks initiated by the laboratory 

1111 Tabulation of IDL and MDL. 

All contract laboratories arc required to submit resttlts supl'ortcd by sufficient backul' and QA 
data to enable indc!'endcnt QA rcvie Viers to conclusively determine data etuality. The laboratories 
should SUl'l'IY legible photocol'ies or original data sheets with sufficient information to uneq1:1ivo 
cally identify the folloVv ing: 

1111 Calibration 1 esttlts 

1111 Calibration and prel'aration blanks 

111 Samples and diltttions 

111 Dttl'lieates and spikes 

1111 Any anomalies in instrttment !'et formance or ttnttsttal instrttmental adjustments. 

In some cases, the sample data may be acceptable if a limited amount of information is 
missing. For example, if no field replicates or field blanks were analyzed, but all other QA/QC 
requirements were met, the data set is complete enough for review. If no matrix spikes or Q.&.M 
SR:M-were analyzed, analyzed, the data set would be rejected because of insufficient QA 
documentation. The data reviewer should assess the extent and severity of omitted QA data. 

Data reporting by the laboratory should conform to standard format for concentration units, 
number of significant figures, q~Jij f)~@.; data qttalifiers, and detection limits. For comparison to 
screening levels and existing Puget Sound data, concentration units for metals data should be in 
ppm (mg/kg) dry weight for sediment and ppm (mg/kg) wet weight for tissue. In accord with 
EPA/CLP guidelines, the number of significant figures reported by the laboratory should be 
dependent on the sample concentration. For sample values less than 10 ppm, two significant 
figures are sufficient. For sample values greater than I 0 ppm, three significant figures are 
appropriate. If a laboratory reports excessive significant figures than described above, the entire 
data package should be questioned. 

Data fJ#gWqualifiers should be clearly defined in the laboratory report sheets. For example, 
undetected compounds are indicated differently (e.g., < vs. U) by different laboratories. 
Laboratory qualifiers employed by the EPA/CLP in Table 5-2 may be used by laboratories when 
reporting data. Laboratory f:1iliifa qualifiers are not to be confused with data review qualifiers. 
~fupl¢'.Srtqtfl!!Jm¢4 11& tm,~J~l:\9f#Ht6i fu#Yl:\W M$is#.~~ 4WHm~fi¢99~#~rn:ff4#t\t r¢S@W#Samples 
ma) not need to be qualified by the laboratory, bttt after review are assigned review qualifier 
codes. Table 5-3 lists the qualifier codes used by SEDQUAL in reviewing data. An explanation 
of the meaning and use of SEDQUAL data qualifiers is described in Appendix C. 

Detection limits are a critical aspect of data quality control. For sediment quality manage
ment, it is necessary to have detection limits considerably lower than the established sediment 
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TABLE 5-2. EPA/ CLP QUALIFIER CODES ~Jf PID\.'.t'PRf- f-Y\.(!$ 

C (Concentration) Qualifier Codes 
Q CC9#~ijij~fim9#XJ1'J~g~ 

B The reported value is less than the contract-required detection limit (CRDL), but greater 
than the instrument detection limit (IDL) 

U The analyte was analyzed for, but not detected 

Q (Questionable) Qualifier Codes 
Q(Q.NlQP l~i:iijfr~fu~ij#J~J~g~ 

E The reported value is estimated because of the presence of interference; an explanatory 
note must be included under comments on the cover page 

M Duplicate injection precision not met 

N Spiked sample recovery not within control limits 

s The reported value was determined by the method of standard additions (MSA) 

w Post-digestion spike for furnace AA analysis is out of control limits (85-115%), while 
sample absorbance is less than 50% of spike absorbance 

* Duplicate analysis not within control limits 

+ Correlation coefficient for the MSA is less than 0.995 

Note: Entering "S", "W", or "+" is mutually exclusive; no combination of these qualifiers can 
appear in the same field for an analyte 

M (Method) Qualifier Codes 
MCM~Jlj9~HID?.M 

P ICP analysis 

A Flame AA analysis 

F Furnace AA analysis 

CV Manual cold vapor AA analysis 

AV Automated cold vapor AA analysis 

AS Semi-automated spectrophotometric analysis 

C Manual spectrophotometric analysis 

T Titrimetric analysis 

NR The analyte is not required to be analyzed 

30 



TABLE 5-3. SEDQUAL Q~l:J:\4$$~$~)~t)t QUALIFIER CODES 

Qualifier 
Code 

B 

c 

E 

G 

K 

L 

M 

Q 

T 

u 

x 

z 

Description 

Blank-corrected down to detection limit 

Combined with unresolved substances 

Estimate 

Estimate is greater than value shown 

Detected at less than detection limit shown 

Value is less than the maximum shown 

Value is a mean 

Questionable value 

Detected below quantification limit shown 

Undetected at the detection limit shown 

Recovery less than l 0 percent 

Blank-corrected, still above detection limit 
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quality against which they are tested. PSEP protocols have adopted the American Chemical 
Society's Committee on Environmental Improvements (CEI) definition for reporting detection limits. 
Throughout this document, LOO will be used when discussing detection limits. CEI defines the 
LOO as the lowest level that can be determined to be statistically different from the blank. A 
further discussion of detection limits during sample data review will be discussed in Section 5.4.2. 

5.4 DATA VALIDATION AND ASSESSMENT 

• ?'Qij(ij 49mffi!¢~¢n~§§ ilri9 r<ffm~t 

• n.?mms t~m¢~ 
II JP$(fififi~rit#Uihrijfi9ft Y¢fifi~~(~&ri 

• p~ppf~t§t>'.!9~#19 #6~~#.#j#. 

• i n~!i¢.U9.n•mmi!§ 

• t~P.~¢!f~9 ~~trMm~n! R:it¢4Mrn¢m¢PJ$ 
• < P.¢ffifi¢4 t¢f¢t¢ti..9¢ m.~t¢fi~Hr~µn~ 
• M.~!fiX: §ttH~~ P~f:9¢#tf~#9lY~r&@MiU~ 
II J4ijlj9ffiffiiY tir¢#i~i9.n ~\!ijtiJijtj§# 
• Gm9m~t!!:i!l@; 

yijU9~f~~J~~ili\1~1lli~~f~f£~1~~>~~~il~~~-~l~l!f~~i~1t~~~~~~lt~ll~1~~i1ll~ll~ 
m¢t•.•rnt~M lifiH~m: PYt#¥~¢:»nh&J:@h lgp!;WU<Hw ~n4•~~(!¢i4. 9µ;:mtM 9.?9~tm j@mnmnata validation 
inelt1des QA/QC cheeks to assess the pe1 for ma nee of anal:y tie al methods, and to dete1 mine the 
aeem aq and p1 eeision of the meast11 ements. Anal:y tieal methods ate ev alt1ated b:y rev ie ~ ing 
instrnment calibration, field blanks, nrethod blanks, and detection limits. Aeet11 ae:y is assessed 
thrnt1gh the anal:ysis of SR:M and mattix spikes. P1eei.sion is dete1mined b:y 1eplieate anal:ysis. In 
the folio\'\' ing section, each of these QA/QC cheeks is described. 

5.4.1 Instrument Calibration 

Objective-The objective for requmng satisfactor'y instrument calibration is to ensure the 
instrument is capable of producing acceptable quantitative data. This objective is satisfied using 
three separate measures: initial calibration, calibration verification, and continuing calibration 
standards. 
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Requirements-The following QA calibration checks are required: 

111 Instruments must be calibrated daily, and each time a new analytical run is set up. 

111 Calibration verification should be performed by the analysis of an EPA control 
solution or an independent standard at a concentration other than that used for 
calibration. For both standards, the concentration must fall within the calibration 
range. 

111 Continuing calibration must be performed at a minimum frequency of IO percent 
or every 2 hours during an analysis run, whichever is more frequent, and after the 
last sample is analyzed. 

1111 Continuing calibration checks must be either an EPA QC standard or an independent 
standard from a different source than that used for the initial calibration standards. 

111 Continuing calibration verification must occur at or near the mid-range level of the 
calibration. 

111 For ICP and atomic absorption (AA) analysis, the calibration verification and 
continuing calibration results must fall within the control limits of 90- l l 0 percent 
of the true value. For mercury, the control limits are 80-120 percent. 

1111 For ICP analysis, a calibration blank and at least one standard must be analyzed to 
establish the analytical curve. 

111 For AA analysis, a calibration blank and at least three standards must be analyzed 
to establish the analytical curve. 

Evaluation Procedure-During data review, the reviewer should perform the following: 

111 Verify that the instrument was calibrated at the proper frequency using the correct 
number of standards and calibration blanks for the method used. 

111 Verify that the analytical curve for AA contained one standard at the required 
LOO, and the sample values were bracketed within the standards use. 

111 Verify that the calibration verification and continuing calibration sources used met 
contract requirements. The laboratory should clearly state sources of standards. 

111 Verify that continuous calibration checks were analyzed at the proper frequency. 

11 Spot check calibration verification checks by recalculating the percent recovery from 
the raw data using the following equation: 

% Recovery= 
standard value 

true value 
x 100 

Action-Failure of the laboratory to perform acceptably on the calibration criteria indicates 
serious problems in the analytical system. Until these problems are resolved, any data generated 
under such conditions should be considered suspect. If contract criteria were not met or if 
improper calibration procedures were used, all data associated with that calibration should be 
reanalyzed. 

The QA reviewer should review the raw data (e.g., instrument printouts, laboratory 
worksheets) to verify proper instrument calibration. Figure 5- l provides a schematic approach for 
reviewing instrument calibration. Examples of acceptable and unacceptable data are provided 
below. The examples use the following EPA/CLP terminology: 
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No 

Reject data and have the .....,.
111111

-1--1_N_o-1 
laboratory reanalyze -

Check initial calibration 

Yes 

Check calibration 
verification (ICV) 

Yes 
l 

No Continuing 

Calibration and blank check 
(CCV+ CCB) 

Yes , 

Data ready for 
further evaluation 
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• AA - 1 blank; 3 standards 
• ICP - 1 blank; 1 standard 
• Samples bracketed 
• Project LOD lowest standard 

• Approximately mid range 
• 90-110% recovery 
• Calculation check 

• Frequency, 10% or every 2 hours, 
whichever most frequent 

• 90-110% recovery CCV 
• Blanks < project LOD 



ICY - Initial calibration verification standard 
ICB - Initial calibration blank 
CCV - Continuing calibration verification standard 
CCB - Continuing calibration blank. 

Laboratories not using EPA/CLP terminology should label the calibration standards clearly so the 
data reviewer can assess calibration data. 

Examples of accepted and rejected calibration data are illustrated in Figure 5-2. In 
Example I, the data are acceptable because the blank and three standards were used for the initial 
calibration, the lowest standard was at the Project LOD, and all sample concentrations were within 
the instrument calibration range. In Example 2, the data are unacceptable because there is no 
verification of the analytical curve at low analyte concentrations. The sample values were not 
bracketed within the standards used to establish the analytical curve. PSEP protocols require 
analysis of a standard at the Project LOD. In this case, the laboratory would be requested to 
reanalyze the samples using a calibration curve that bracketed the sample concentration. In 
Example 3, the data are acceptable because calibration standards included Project LOD and 
bracketed sample concentrations, percent recovery of ICY and CCV analysis were within the 90-
1 IO percent control limit, and the CCB values all were less than the Project LOD. In Example 4, 
the data would be rejected on the basis of the CCV. The initial CCV standard was acceptable, P\U 
$µp$~qtj,¢J:i~ ¥.GM mt#qaj@~ ~i@.i§IJ~q $~¥¢~¢: #ffii:J:Yt~¢~f4fin~ but sttbsequent CCY standards indicated 
poor analytc recov-ery. These results demonstrate a change in instrument conditions that make any 
data associated with this analytical run suspect. 

5.4.2 Detection Limits 

Objective-The evaluation of detection limits is a major component in reviewing data for 
submission to the Puget Sound database. As previously discussed, the detection limits required 
under PSEP protocols approach the IDL; therefore, low readings are susceptible to instrument noise 
and minor traces of contaminants from field or laboratory procedures. For further discussion, the 
following definitions prepared by the American Chemical Society's CEI will apply (Keith et al. 
1983): 

111 Instrument detection limit (IDL)-The smallest signal above background noise an 
instrument can detect reliably. 

111 Limit of detection (LOD)-The lowest concentration level that can be statistically 
different from the blank. The recommended value for LOO is 3a, where a is the 
SD of the blank in replicate analyses. 

111 Limit of quantitation (LOQ)-The level above which quantitative results may be 
obtained with a specified degree of confidence. The recommended value for LOQ 
is I Oa, where a is the SD of blanks in replicate analyses. 

111 Method detection limit (MDL)-The minimum concentration of a substance that 
can be identified, measured, and reported with 99 percent confidence that the 
analyte concentration is greater than zero. The MDL is determined from seven 
replicate analyses of a sample of a given matrix containing the analyte (Glaser et al. 
198 I). 

The LOD recommended under PSEP are not strictly based on the CEI definition, but are 
considered typically obtainable values based on instrument sensitivity, blank contamination, matrix 
interferences, and reasonable levels of laboratory analytical effort (PSEP I 986). The LOD 
developed for PSEP fall between the IDL and the MDL. 
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REVIEW OF INITIAL CALIBRATION 

Example 1: Acceptable Data for AA 

Instrument calibration standards: 0, 10, 50, 100 ppb 
Project LOD: I 0 ppb 
Sample values: 25-83 ppb 

Example 2: Unacceptable Data for AA 

Instrument calibration standards: 0, 50, 100, I 50 ppb 
Project LOD: 10 ppb 
Sample values: 15-60 ppb 

REVIEW OF CALIBRATION VERIFICATION AND CONTINUING CALIBRATION CHECKS 

Example 3: Acceptable Data 

Instrument calibration standards: 0, 10, 50, 100 ppb 
ICV true value: 36 ppb 
ICV value: 38 ppb 
Project LOD: 10 ppb 
CCV true value: 55 ppb 
CCV values: 57, 55, 54, 55 ppb 
CCB: <10, <10, <10, <10 ppb 
Sample values: 25-83 ppb 

Example 4: Unacceptable Data 

Instrument Calibration Standards: 0, 10, 50, 100 ppb 
ICV true value: 36 ppb 
ICV value: 38 ppb 
Project LOD: I 0 ppb 
CCV true value: 55 ppb 
CCV values: 56, 30, 28, 29 ppb 
CCB: <10, <10, <10, <10 ppb 
Sample values: 25-83 ppb 

Figure 5-2a. Examples of acceptable and unacceptable calibration, calibration verification 
and continuing calibration checks (Figure 5-2a), laboratory QA/QC report 
(Figure 5-2b), and data review sheet (Figure 5-2c) 
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Analyte 

QNr;;t::. Report 
Concentration Units: rrg/L 

Initial and continuing calibration verification 

Initial Calibration Continuinq Calibration 
True Fourrl %R True Fourrl %R Fourrl 

Anti.m::>ny 1. 01 .986 97.6 .0400 • 0386 96.5 .0396 

Arsenic .047 .0493 104.9 .0400 • 0411 102.8 .0408 

cadmium .00984 .00959 97.5 .01000.00958 98.8 .01031 

Copper .52 .53 101.9 1.000 .996 99.6 1.022 

lead 4.96 4.97 100.2 3.00 2.93 97.7 2.75 

Mercw:y .0049 .0050 102.0 .0030 • 0030 100.0 .0030 

Nickel 2.40 2.58 107.5 5.00 5.13 102.6 5.1 

Silver .48 .50 104.2 .0050 .0051 102.0 .0048 

Zinc 2.92 3.04 104.1 5.00 5.00 100.0 4.86 

%R M 

99.0 F 

102.0 F 

103.1 F 

102.2 A 

91. 7 A 

100.0 CV 

102.0 A 

96.0 F 

97.2 A 

Figure 5-2b. Examples of acceptable and unacceptable initial calibration, calibration 
verification and continuing calibration checks (Figure 5-2a), laboratory 
QA/QC report (Figure 5-2b), and data review sheet (Figure 5-2c) 
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111. Initial and Continuing Calibration Verification 

/ Calibrations were performed at the beginning of sample analysis and at a minimum 
frequency of ten percent or every two hours during the analysis, and met PSEP criteria. 

Calibrations were not performed as specified and/or did not meet PSEP-specified 
windows. Action: The sample set for all analytes affected should be rejected and all 
associated data assigned an R qualifier. Failure to meet calibration criteria is an indication 
of serious problems in the analytical system. 

Figure 5-2c. Examples of acceptable and unacceptable calibration, calibration verification 
and continuing calibration checks (Figure 5-2a), laboratory QNQC report 
(Figure 5-2b}, and data review sheet (Figure 5-2c) 
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Requirements-Table 5-4 lists LOO for sediment and tissue matrices by instrument as 
presented in PSEP protocols (PSEP 1986). The LOO for sediment were developed using the strong 
acid digestion (SAD) method with a sediment sample size of 5 grams wet weight diluted to a 
100-mL final volume. In comparison, the total acid digestion (TAD) method, strongly recom
mended under the PSDDA program, uses a sample size for digestion of 0.2 gram diluted to a final 
volume of 25 mL. Use of the TAD method presents several problems in achieving the PSEP LOO. 
The TAD method introduces considerable matrix interference due to the high concentrations and 
types of reagents employed, and often requires further dilution prior to instrument analysis. The 
result is a LOO in solution approaching the IDL to meet the final detection limit required. 
Table 5-5 is a comparison of common instrument IDL with the in-solution LOO required to meet 
the PSEP-recommended LOO and the routinely achievable LOO for PSDDA. Note how the 
required LOO for TAD approaches or is below routine IDL for some elements. 

Evaluation Procedure and Action-Validation of detection limits requires a review of the 
instrument calibration raw data. The instrument printout should contain all calibration standards 
and respective absorbance values. Instrument noise and sensitivity varies depending on the analyte. 
As a general rule, the absorbance of the LOO standard should be at least 0.0 l 0 absorbance units 
above the calibration blank absorbance value. If the difference between absorbance values is less, 
the reported LOO for that element may not be significantly different from the blank and 
reevaluation of the reported LOO is required. If the LOO is in question, the laboratory should be 
requested to provide a statistical justification for the stated LOO (i.e., replicate analysis of a 
standard at the LOO). Depending on the laboratory results, the LOO can then be adjusted or the 
samples reanalyzed. 

5.4.3 Blank Analysis 

Objective Blanks are t1sed to assess saml'le eontamifl:lition. Field blanks (e.g., transfer, 
transf'ort, and rinsate), t1sed to assess eontamination associated with the sam!'ling method, are 
disct1ssed ttndcr field procedt1res. Method and calibration blanks are used to assess laboratory 
contamination during sample preparation and analysis. Method blanks represent the net 
contamination of all stages of preparation and analysis.~ng ::;\.~~ ~ jQ:9¢1@~. Blank contamination 
is assessed to aYoid l'Ossible false positives (i.e., erroneous reports of the metal present in the 
sample) and over-estimates of sample concentrations. Assessment of blank contamination is 
important under PSEP guidelines because of the low levels of detection required. The guidelines 
described under PSEP protocols (PSEP 1986) were modeled after the EPA/CLP. CLP LOO are 
considerably higher than those of PSEP for most elements of concern (Table 5-6); therefore, the 
CLP LOO is much higher than the IDL. Because PSEP LOO are very near the IDL and because 
sample concentrations are basically low, results can be significantly impacted by instrument 
background noise and trace amounts of laboratory contamination. Therefore, it is important to 
carefully evaluate any blank data above detection limits. Beeat1se PSEP LOD are nearer the IDL 
than CLP LOD, re15orted concentrations can be infltteneed more b) instrttment baekgrottnd noise 
and trace amottnts of laboratory eontamination. It is important to carefttlly eYalt1ate blank data 
becamie PSEP reqttired LOD arc close to the IDL, and tl''le blank ·valt1es ean become "er) significant 
relatiYe to sample eoncentrations. 

Requirements-The criteria for evaluating blanks apply to continuing calibration blanks, 
method blanks, and field blanks. If problems with any blank occur, all data associated with the 
data set must be carefully evaluated to determine inherent variability in the data or if the problem 
is an isolated case. 

Requirements for calibration blanks include the following: 

1111 A calibration blank is to be analyzed each time the instrument is set up, at the 
beginning and end of the run, and at a frequency of 10 percent during the run 
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Antimony 

Arsenic 

Cadmium 

Copper 

Iron 

Lead 

Mercury 

Manganese 

Nickel 

Silver 

Zinc 

TABLE 5-4. LIMITS OF DETECTION FOR SEDIMENT AND 
TISSUE MATRICES BY INSTRUMENT 

Sediment3 Tissueb 

ICP GFAA ICP FAA 

3.2 0.1 1.0 

0.1 3.0 

4.0 0.1 0.4 0.1 

0.6 0.1 0.5 0.1 

0.7 NAC NA 

4.2 0.1 4.0 1.0 

0.01 (CVAA) 0.01 (CV AA) 

2.0 NA NA 

1.5 0.1 1.0 0.5 

0.7 0.1 0.7 0.1 

0.2 0.2 0.2 0.1 

GFAA 

0.02 

0.02 

0.01 

0.01 

NA 

0.03 

NA 

0.02 

0.01 

0.2 

a ICP data from Tetra Tech 1984; GFAA and CV AA data are detection limits that can be reason
ably attained by various laboratories. Under strict conditions these limits can be lowered (e.g., 
Battelle 1985). Values are mg/kg dry weight for 5-gram (wet) sediment in a 100-mL digest. 

b PSEP 1986. Values are µg/g wet weight for 5-gram tissue in a 50-mL digest. 

c NA = Not applicable. Iron and manganese used as natural tracers for sediments only. 

Reference: PSEP 1986. 
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TABLE 5-5. COMPARISON OF ROUTINELY ACHIEVABLE DETECTION 
LIMITS WITH REQUIRED IN-SOLUTION VALUES FOR SAD 

AND TAD TO MEET PSEP LIMITS OF DETECTION 

IDL3 SA Db 
(µg/L) (µg/L) 

Antimony 2.5 

Arsenic I 2.5 

Cadmium 0.5 2.5 

Copper 3ct 2.5 

Lead 2.5 

Nickel 1 2.5 

Silver 0.5 2.5 

Zinc 4d 5.0 

a Routinely achievable instrument detection limit (IDL). 

b 5.0-gram wet sample in 100 mL, 50 percent solids. 

c 0.2-gram dry sample in 25 mL. 

ct Detection limit affected by blank contamination. 
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TADC 
(µg/L) 

0.8 

0.8 

0.8 

0.8 

0.8 

0.8 

0.8 

1.6 



TABLE 5-6. DETECTION LIMITS FOR TISSUE AND SEDIMENT MATRICES 

Antimony 

Arsenic 

Cadmium 

Copper 

Iron 

Lead 

Mercury 

Manganese 

Nickel 

Silver 

Zinc 

a mg/kg wet weight. 

b mg/kg dry weight. 

PSEP 
Tissue 
LODa 

0.02 

0.02 

0.01 

0.01 

NAC 

0.03 

0.01 

NA 

0.2 

0.01 

0.2 

Routinely 
PSEP Achievable EPA 

Sediment PSDDA Sediment CLP 
LO Db LO Db CRDLa 

0.1 1.0 2.0 

0.1 2.5 2.0 

0.1 0.25 1.0 

0.1 1.0 5.0 

0.7 0.7 20.0 

0.1 0.7 1.0 

0.01 0.01 0.2 

2.0 2.0 3.0 

0.1 0.5 8.0 

0.1 0.15 2.0 

0.2 1.0 4.0 

c NA = Not applicable. Iron and manganese used as natural tracers for sediments 
only. 
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111 Blanks are to be reported down to the IDL 

111 If the concentration of the calibration blank is greater than the Project LOD, the 
laboratory is required to terminate analysis, correct the problem, and recalibrate. 

Requirements for method blanks include the following: 

1111 One reagent blank, taken through all sample preparation procedures, is to be 
analyzed for every 20 samples, or one per batch of samples digested, whichever is 
more frequent. Each matrix and digestion procedure must meet this requirement. 

1111 If the concentration of the method blank is less than the Project LOD, no corrective 
action is necessary by the laboratory. 

111 Under PSEP guidelines, the laboratory is required to redigest and reanalyze any 
samples less than 10 times the blank concentration for the samples associated with 
that particular contaminated blank. The laboratory may still report samples 
associated with a contaminated blank, but they are not to blank-correct the data. 
The reviewer will assess the level of contamination, determine the usability of the 
data and correct if necessary. 

During data review, the reviewer should perform the following: 

111 Review the results reported (and raw data) and verify the correct number of blanks 
analyzed and accuracy of reported results 

111 If any blanks were reported above the Project LOD, determine if redigestion and 
reanalysis were required and performed. 

Evaluating blank eontamination under PSEP guidelines is eritieal beeause the LOD rettuired 
are at or near the IDL. For many elements, blank eontamination "'ill not be a f'roblem, but for 
some elements (e.g., eadmium, eOf'f'er, and Y:ine) even metiet1lot1s laboratory f'raetieeg eannot 
f'roduee blanks without low level contamination. Low level eontamination could significantly 
imf'aet the samf'les with concentrations at or near the f'rojeet LOD. 

&aluatio11 Prnccdm c The re v"iew f'rocess for blanks is divided into two f'arts, def'ending on 
the samf'le eoncentrations. Low level samf'les, for this 8f'f'lication, are those samf'leS and anal:y tes 
analyY:ed b:y GFAA. High level samf'les are analyY:ed by flame atomie absorf'tion (FAA) or ICP. 
Table 5 7 f}ro" ides re., iew guidelines for low le·vel samples. 

@mP~ril]l~~~~11~1~1~~~~~~~fR;i~!2!~~~~~r~~$!rft~SE1:~~it.~~~~:;i1~t~~~;~~~!~§~~ 
reviewing the raw data sheets and comparing the in-solution result of the blank to the IDL and 
sample concentrations. Differences between the blank and samples at this level may be only a few 
parts per billion. The reviewer should note the IDL reported by the laboratory and determine the 
blank action level in relation to the IDL J:jl~ JMM1$ {\¢.fiQ#.J¢y~J.(#,gj:p} cy g ffil#.¢if !hi lP.ti(#g/ti)\ 
mn~ ?l?Pr9t.irjg~~ P.it¢.skt& tt9m m~nx~ ?Bm@==$¢~~9mg:~:Mt~tm¢ ~~rrnn~ Jr~gt~tt.:?£99:t<.Un&t¥k-The 
ai:mrnpriate categor) from the table is selected and the samples treated according!). If the samples 
need blank correction, this step is performed prior to converting the in-solution µg/L result to the 
final mg/kg result. 

¢?i¢µ~tl ~f.~~lf.l~~~~l~~~~: ~~~~~~~~~11.iiJ~I ~i~ ~lt~ll~~1ill~,[~~~~~-i~~\Wi~~ 
folio"" ing eetttations are ttsed to calettlate the corrected sample concentration and recalculate the 
aetttal 5ample coneentiation fo1 both sediment and tisstte anal)ses. 
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TABLE 5-7. BLANK CONTAMINATION REVIEW GUIDELINES 
FOR LOW-LEVEL SAMPLES (GFAA ANALYSES) 

Blank Sample 
Action Level Concentration Action Qualifier 

Blank<2xIDL Sample (U)a Accept None 
IDL<sample<PLODb Correct B or Z 

Sample> PLOD Accept None 
Sample> l OxIDL Accept None 

Blank>2xIDL Sample (U) Accept None 
IDL<sample<PLOD Correct B or Z 

Sample> PLOD Correct B or Z 
Sample> I OxIDL Correct B or Z 

Blank> 1 OxIDL Sample (U) Accept None 
Sample< l OxIDL Correct B or Zand E 
Sample> I OxIDL Correct B or Z 

a U = Nondetected elements. 

b PLOD = Project limit of detection. 
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Corrected digest 
sample result 

(µg/L) 

digest digest 
sample result - blank result 

(µg/L) (µg/L) 

Equation for TAD, SAD, and tissue digestion determinations: 

mg/kg = corrected digest x volume diluted (mL) I L 
sample result weight digested (g) x l ,000 mL x 

In addition, SAD results must be converted to dry weight, as follows: 

l ,000 g l mg 
l kg x l,000 µg 

Final concentration (mg/kg dry weight) = wet weight sample result (mg/kg) x 100 
% solids 

TAD is performed an a dried sample and tissue results are reparted an a wet weight basis; na 
further carreetians are necessary. 

IJigljf~YiJ$~mP!~f;y~J#~U9#~n~~~tJ9n;;,Actian If the laboratory reports a concentration 
greater than the IDL for high-level analyses (FAA and ICP), samples with analyte concentrations 
less than 5 times the concentration in the highest associated blank should be considered suspect. 
Action levels are determined by multiplying the highest concentration of contamination determined 
in the method or calibration blank by five. The action level for samples that have been diluted 
should be multiplied by the dilution factor. Prior to applying action values to sediment and tissue 
samples, it is necessary to convert the blank result (µg/L) to mg/kg for each sample with the 
following calculations: 

Blank action level (µg/L) = 5x highest blank result (µg/L) 

SAD sample action value (mg/kg) = 

% solids 

blank lOOx 
actian le tel (µ:g/L) 

% salids 

volume diluted (mL) 

weight digested (g) 
x 

TAD and tissue sample action value (mg/kg) = 

blank volume diluted (mL) 
action level (µg/L) x weight digested (g) x 

I L x l,000 g 

l,000 mL l kg 

l L x 1,000 g 

l,000 mL l kg 

x 

x 

I mg 

l ,000 µg 

l mg 

1,000 µg 

To simplify the review process, perform the above calculation on the sample with the lowest 
percent solids. This calculation will give the maximum action level, and any samples with an 
analyte concentration (mg/kg) greater than this value would be acceptable. Samples with 
concentrations less than this action level should be calculated on an individual basis to determine 
acceptability. No action is needed for sample analyte concentrations greater than the sample action 
value; data are acceptable as reported. Samples less than the sample action value must be blank
corrected and assigned either a B or Z qualifier and an E qualifier as an estimate. Blank-correction 
calculations are the same calculations described for low- level samples. A worksheet and raw data 
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sheet are shown in Figure 5-3 as examples for reviewing blank determinations and calculating 
action levels. 

5.4.4 ¢¢rj.ifi~~ Stand:a1d: Reference Material 

A GRM &RM-of a matrix similar to the samples is analyzed with each batch of samples to 
monitor die efficiency of the digestion procedure and to evaluate overall accuracy of the method. 
Examples of the laboratory report sheets are shown in Figure 5-4 along with Sections VII and VIII 
of the PSEP /PSDDA worksheet to aid in reviewing QA results. 

Requirements-The following QA checks are required: 

1111 The CRM?SRM-must closely match the sample matrix. It must be a certified 
standard (e~g., EPA, National Bureau of Standards) with values for the analytes of 
interest. Currently, CRM?SRM-for silver are not available. For this analyte, 
evaluation of method accuracy must be based on matrix spike analysis. 

1111 One CRM SRM-must be analyzed for every 20 samples or one per batch, whichever 
is more frequent. 

1111 The GR.M SRM-must be treated exactly like the samples, from digestion to 
instrumental analysis. 

1111 All GRM° SRM-results must fall within the control limits of 80-120 percent recovery. 

Evaluation Procedure-During data review, the reviewer should perform the following: 

111 Review data reports and verify that the proper number of ORM 5*M-was analyzed, 
and determine if any analytes were outside control limits. 

1111 Spot check 10 percent of the raw data calculations to verify the reported recoveries. 
If any calculation errors are found, all QRM SRM-data should be recalculated. 

Action-The inability of the laboratory to perform successfully on the QB.M SRM-is dependent 
on several factors. ORM &RM-values outside the control limits indicate an analytical problem 
related to the digestion procedures and/or instrument operations. The digestion procedure can 
influence recovery in two ways: I) incomplete digestion of the sampled matrix, or 2) enhancement 
or suppression of the instrument signal due to digestate matrix. The TAD method recommended 
under PSEP protocols (PSEP 1986) can produce substantial matrix interferences for many analytes 
(particularly antimony, cadmium, and silver) in the final digestate. Poor recovery has been 
obtained for antimony, independent of the digestion procedure employed. In reviewing data for 
acceptance, CR:M 5*M-values should be weighed together with matrix spike recoveries to evaluate 
data accuracy, and not be the only basis for data rejection. 

The following guidelines are recommended under CLP (U.S. EPA 1985) for use in evaluating 
data acceptability when the CR.MlSRM-recoveries do not fall within control limits. These 
guidelines are summarized on the PSEP /PSDDA data review worksheet in Appendix B. 

1111 If the QRM SRM-recovery for an analyte falis within the range of 30-79 percent 
or greater than 120 percent, flag the positive hit data as estimated (E). In the review 
narrative indicate the potential bias of the results and the detection levels. 

11 If the analyte is not detected in the sample and the GF::MJSR:M-recovery is greater 
than 120, the usability of the analytical sample determination is acceptable. 
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I 

ONQC Report 

BIANKS 

Analyte calibration Blank Prepa-
(rrg/L) ration 

Blank 
(rrg/Kg) 

1 2 3 

Anti..nnny <0.001 <0.001 <0.001 <0.08 

cadmium <0.0001 0.0006 <0.0001 <0.0075 

~ <0.025 <0.025 <0.025 <3.1 

lead <0.1 <0.1 <0.1 <1.5 

Mercw:y <0.0002 <0.0002 <0.0002 <0.1 

Nickel <0.1 <O.l <0.1 <1.5 

Silver <0.0001 <0.0001 <0.0001 <0.1 

Zinc <0.1 <0.1 <0.1 <1.5 

Figure 5-3a. Example of calibration and preparation blank results (Figure 5-3a) 
and data review worksheet (Figure 5-3b) 
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JV. Blank Analysis Results 

lnltl41 Cont. Ca lib. Blank Preparation 81anlr. 
Project Cal 1brat Ion Act Ion 

Contaalnant LOOa 8 lanJr. Value 
I 2 3 1 2 3 

Ant lmony 

Arsenic 

C4dmhn m3ft_ ""'{'),OOO I .L.0.0001 I') .nrv>(o i.D .007'5 
0.5-1~ 

.t.r:i.orvi 

Copper 

Iron 

lHd 

144nganese 

Mercury 

Hickel 

SI Iver 

Zinc 

Hott: Contamination detected above the IDLs should be evaluated and Qua llfled. A separate table should be used for each batch 
analyzed. 

Low Level SMl!lles Action Levels (GFAA Analyses): 

B ltnk Resu It 

ug/L blank <2x IOL 

ug/L blank >2x I DL but 
!,IOxlDL 

ug/l blank >!Ox IOL 

High Level Samples Action Levels (FAA and ICP) -

Sample <IOL 
S1mp le ;PLOD 

Sample !IDL 

Sample !I DL 

~(Sor Z) 

IDL < Sample < PLOD 

Sample • IDL 

Sample <!Ox IOL (also '"E") 
Sample •!Ox IOL 

Action levels are determined by mult1ply1ng the highest concentration determined 1n any blank The action level for sal!ll>les which 
have been diluted shOuld be multiplied by the dilution factor. Prior to applying action levels to sediments and tissue, 1t is 
necessary to convert the &Queous action value (ug/L) to mg/kg for each sample with the following eQuat1ons: 

Action value (ug/L) • Sx highest blank result (ug/L) 

TAO and tissue analyses act ion value (mg/kg) • 

Action value (ug/L) x volUMe diluted to (ml) x -1....L_ x 1......Q.Q.Q... x ~ 
wet weight digested (gm) I.COO ml l k9 l.OOOug 

SAD act ion value (mg/kg • __ ! o_o_ x the above eQuat ion 
X so lids 

Figure 5-3b. Example of calibration and preparation blank results (Figure 5-3a) 
and data review worksheet (Figure 5-3b) 
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I 
I 

sanple Name: EBI'Ol 
Lab COde: 508-lS 

Spike Control sample Spike ~ 
0 

El anent Level Limit Result Result Recovery 

Antinx:my 7.5 75-125% .34 1.60 16.8 I 
Arsenic 24 75.125% 5.2 32.4 113.3 

cadmium 2.25 75-125% 0.394 3.47 136.7 I 
Cq:per 125 75-125% 60 180 96.0 

Lead 60 75-125% 48 106 96.7 

Merc::my 0.46 75-125%. 0.37 0.80 93.5 

Nickel 60 75-125% 48 100 86.7 

Silver 3 75-125% 0.62 3.78 105.J 

Zin:: 105 75-125% 104 203 94.3 

Figure 5-4a. Example of matrix spike results (Figure 5-4a), standard reference material 
results (Figure 5-4b), and data review worksheets (Figures 5-4c and 5-4d) 
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Total Metals 
nq/Fq 

Dry Basis 

~le Nane: Reference NBS 1646 
Lab COde: Control True Fa.n'rl '% 

Method Limit Value Value Recovery 

I Antinony 204.2 20% 0.4 0.39 97.5 I 
I 

Arsenic 206.2 20% 11.6 9.3 80.2 

cadmitnn 213.2 20% 0.36 0.40 111.1 I 
~ 220.1 20% 18 19 105.6 

lead 213.9 20% 28.2 23 81.6 

Mera.n:y 245.1 20% 0.063 0.064 101.6 

Nickel 249.1 20% 32 29 90.6 

Silver 272.2 N/A 0.083 

Zin:: 289.1 20% 138 127 92.0 

Figure 5-4b. Example of matrix spike results (Figure 5-4a}, standard reference material 
results (Figure 5-4b), and data review worksheets (Figures 5-4c and 5-4d) 
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VI 11. Matrix Spike Percent Recovery Rates 

Number ot matrix spikes analyzed 1min. 1 per 20 samples) 

Spot check of raw data - calculation verification. 

Sample #: i=6Tol Sample #: 
Contaminants 

SSR SR s %R Action SSR SR s %R Action 

Antimony I. &.O o.3../ 7.~ /{p,f:i t: ( tj/l?(t v 
Arsenic 

Cadmium 3.'17 o.3'i'-/ :;,, ~5 /31',. 7 E.1~H .£i I fl 

Copper 

lead 

Mercury 

Nickel 

Silver 

Zinc 

If the sample concentration exceeds the spike concentration by a factor of 4 or more, no action is 
taken. When the sample result (SR) is less than the Project LOO, SR is equal to zero. 

Calculation: %R = SSR-SR x 100 -s-

Matrix spike results should be applied to all samples of the same matrix. 

Accept Approximate Reject 
%R (75-125%) for SSR SRI+) + %R < 30% for SSR1 

SR(+) + %R (30-74%) for SSR' 
SR(+) + %R > 125% for SSR' 

SR(U) + %R < 30% for SSR1 

SR(U) + %R (30-74%) for SSR1 

SR(U) + %R > 125% 

NOTE: -s-
SSR 
SR 
%R 
u 
+ 
1 

2 

3 
4 
5 

amount of spike 
spiked sample result 
unspiked sample result 
percent recovery 
non-detected elemen1 
positive result 
Discuss in summary that sample results could be biased significantly low and that the reported concentration 
is the minimum concentration at which the analyte is present. 
Indicate in QA summary memo of the possibility of false negatives, detection limits are elevated over what is 
reported, and that severe analytical def1c1enc1es exist. 
Determine percent bias of results. Report that the detection limit may be biased low. 
Determine percent bias of sample results: false pos111ve results may potentially exist. 
When the spiked sample results fall betwE'en 30-74% recovery, detection l1mt1s should be estimated and the 
percent bias determined 

Comments: 

Figure 5-4c. Example of matrix spike results (Figure 5-4a), standard reference material 
results (Figure 5-4b), and data review worksheets (Figures 5-4c and 5-4d) 
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VII. Standard Reference Material Results 

/ Standard Reference Material (SRM) analysis was performed for every twenty samples 
received and met contractual criteria. 

Standard Reference Material (SRM) analysis was performed, but did not meet the criteria 

for the following elements: ----------------------

Calculation: % R = (Observed/True) x 100 

Actions: 

% Recovery 

NOTE: 

+ - positive result 
U - not detected element 

30-79 for U 
80-120forU 
> 120 for U 

Estimate (El 

30-79 for + 
>120for+ 
<30 for + 

Reject 

<30forU 

Figure 5-4d. Example of matrix spike results (Figure 5-4a), standard reference material 
results (Figure 5-4b), and data review worksheets (Figures 5-4c and 5-4d) 
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1111 If an analyte is not detected in the sample and the CRM &RM-recovery is in the 
range of 30-74 percent, the detection limit may be biased. In this case, the sample 
concentration may actually be greater than the Project LOO. In the review 
narrative, report that the detection limit for the sample set may not be accurate and 
give an estimate of the bias. Flag the samples as UG (estimate is greater than value 
shown). 

111 If the CKMUSRM-recovery falls below 30 percent, severe laboratory or method 
deficiencies are evidenced, and the data should be rejected. Low ORM SRM 
recovery is very common for the analyses of antimony in sediments; therefore, other 
factors (i.e., matrix spike, blank results) should also be closely evaluated prior to 
data rejection. 

5.4.5 Matrix Spike Analysis 

Objective-Matrix spike analysis is designed to provide information about the effect of the 
sample .matrix on the digestion. and measurement .procedures. fS')mmPl¢s iifiliilX:lratgcy mP9f:f~lj~~ 
apg&¢¢tjgiji~ YU~AWYUI §f@M f§Fl~MP&PR~ W§UMM~!ijf¢•$h¢@'tjjtf fig'µ1*•••?±4l Examples of 
labo1 atot :y 1 epor t sheets a1 e 5ho l'9 n in Fi gm e 5 4, along \'\' ith Seetiom VII and VIII of the PSEP/ 
PSDDA l'9 or ksheet, to aid in rev ie l'9 ing QA 1 e~mlt5. 

The following QA checks are required: 

1111 At least one spike analysis is required for every batch or every 20 samples, 
whichever is more frequent. 

1111 Samples identified as blanks may not be used for spiking purposes. 

1111 The spike recovery control limits are 75-125 percent 

1111 The following calculation is used to determine spike recovery: 

where: 

(SSR-SR) 
Percent recovery = x 100 

SA 

SSR = Spiked sample result 

SR = Sample result 

SA Spike added. 

1111 When the sample result is reported as undetected, SR=O is to be used for the purpose 
of calculating recovery. 

1111 If data are received from the laboratory with spike recoveries outside the control 
limits of 75-125 percent, the samples associated with that spiked sample should be 
flagged. An exception is granted when the sample concentration is 4 times or more 
the spike concentration. 

Evaluation Procedure-During data review, the reviewer should perform the following: 

1111 Review data and verify that the proper number of matrix spikes was analyzed and 
that results fall within the specified limits. 
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111 Spot check 10 percent of the raw data calculations to verify the reported recoveries. 
If any calculation errors are found, all matrix recovery data should be recalculated. 

111 For spiked sample results outside the control limits, verify the correct usage of 
laboratory mrng:~ laboratory. 

Action-To properly assess spike sample results, the reviewer should consider the following 
factors that may affect spike recovery: 

1111 Matrix suppression effects 

1111 Matrix enhancement effects 

111 Duplicate precision results 

1111 Digestion efficiency 

111 Contamination 

1111 Relative levels of analyte in the spike and sample. 

Matrix effects could produce data biased high or low depending on whether the signal was 
enhanced or suppressed. These effects can be very-subtle, and if the reviewer finds indications of 
a consistent bias, interpretation by an expert is needed. Poor method precision can influence spike 
recoveries. Nonhomogeneity of the samples that produce poor precision can also result in poor 
performance on matrix spike samples, yet not reflect true matrix problems. The relative levels of 
analyte in the spike and sample can influence the percent recovery. If the sample concentration 
level is greater than 4 times the spike level, the percent recovery results should not be considered 
accurate or used to determine the accuracy of the sample results. 

The following guidelines are recommended under EPA/CLP (U.S. EPA 1985) for use in 
evaluating data usability when the spike recoveries do not fall within control limits. These 
guidelines are summarized in the PSEP/PSDDA data review worksheet in Appendix B. 

1111 If the spike recovery is greater than 125 percent and the reported sample results are 
less than the IDL, these data are acceptable for use. 

111 If the spike recovery is greater than 125 percent and the reported sample levels are 
greater than the IDL, flag the data as estimated (E) and indicate in the review 
narrative the potential bias in the results. 

1111 If the spike recovery falls within the range of 30- 74 percent and reportable 
quantities of analyte were detected, flag the data as estimated (E). In the review 
narrative, indicate the percent bias of the results. 

111 If an analyte is not detected in a sample and the spike recovery falls within the 
range of 30-74 percent, the detection limit may be biased low. In the review 
narrative, report that the detection limit for that sample set may be elevated and 
give an estimate of the bias. Flag the data for these samples as estimated (UG). 

11111 If spike recovery results for sample results reported as less than IDL fall below 
30 percent, the data should be reported as unusable (R). This result is indicative of 
severe analytical deficiencies, and the reviewer should state in the narrative that the 
possibility of a false negative exists and that the detection limits are elevated over 
what is reported. 

• m m~ ~h~ec r~<ix~IDi ~µxw. e9r 9~ta\ fl;®v~ q~1~41mw nwie.: r.~n ~ww ,:m 1:1~r&iht~lf 
the spike recovery results for positive hit data fall below 30 percent, the data should 
be reported as quantitatively questionable (Q). The reviewer should state in the 
narrative the results could be biased significantly low and the reported concentration 
is the minimum concentration at which the analyte is present. 
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When reviewing data for accuracy, both the QRM\SRM-results and matrix spike recoveries 
should be taken into consideration. Digestion effiCiency is demonstrated by the GRM.JSRM 
recovery and, to a lesser extent, the matrix spike recovery. Consistently low recovery for analytes 
present in the GRMfSRM-can indicate incomplete digestion, loss of analyte during digestion, or loss 
of analyte while storing the digestate. Qualifying data solely on the basis of poor Gft:MSRM 
recoveries is not recommended, because the QR.Mi~nd samples may not be of the exact same 
chemical and physical nature. However, if fow recovery is obtained for the matrix spikes as well 
as the QRM.JSRM for a particular element, data qualification or rejection is necessary. 
Contamination of samples, indicated by the method blank values, can affect GRMSR-M-and spike 
recoveries. Therefore, blank contamination should be considered when reviewing C~MSRM-and 
spike recoveries, if the blank data show significant analyte contamination. ··············· 

5.4.6 Duplicate Analysis 

·.· .......... ()bjective-P#Pl@~l~ .?P.iht~WJili ()ijff9tffi~9! (9 ~m~;:~U!i! m~ 'ii~~~Mm~fit l:m bri$i~gij 9( $.imlbl~ 
i¢$ijlt$(Dttpliea:te a:na:l) sis is pet fot med to indiea:te the pr eeision (per cent difference) of sa:mple 
r e~mlts a:mong labo1 ato1) and/01 field dttplieates. 

Requirements-The following QA checks are required: 

1111 One laboratory duplicate sample must be analyzed for each group of samples of a 
similar matrix (i.e., sediment, tissue) for each set of samples or for every 20 samples 
received, whichever is more frequent. If two different analytical methods are used 
to obtain the reported values of the same element for a set of samples (e.g., ICP or 
GFAA), duplicate samples must be run by each method used. 

1111 Samples identified as field blanks cannot be used for duplicate sample analysis. 

111 A control limit of ±20 relative percent difference (RPD) should be used for sample 
values greater than 5 times the Project LOD. 

1111 A control limit of ± the Project LOD should be used for samples less than 5 times 
the LOO. 

The RPO for each component is calculated as follows: 

RPO = 
D1-D2 

x 100 

where: 

0 1 = First sample value 

0 2 = Second sample value. 

Evaluation Procedure-During data review, the reviewer should perform the following: 

11111 Verify that the proper number of duplicates was analyzed and that results fall within 
the control limits. 

111 Spot check I 0 percent of the calculations from the raw data to verify that results 
have been reported correctly. If any calculation errors are found, all replicate 
results should be recalculated. 
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Action-Actions taken as a result of duplicate analysis must be weighed carefully, because it 
is difficult to determine if poor precision is a result of nonhomogeneity of the sample, method 
defects, or laboratory technique. The guidelines and acceptance criteria (i.e., ±20 RPO) were 
designated under the EPA/CLP for water samples. The EPA/CLP requirement for soil samples, 
because of increased matrix effects, is ±35 RPO. Samples analyzed using PSEP protocols and 
having analyte concentrations at or near the LOO can be greatly influenced by sample nonhomo
geneity and interferences. Therefore, samples with in-solution concentrations near the IOL and 
a difference between duplicates of 2-3 ppb can produce RPO values outside the control limits. 

The following guidelines are recommended under CLP (U.S. EPA 1985) for use in evaluating 
data acceptability when the RPO between replicates does not fall within control limits: 

11111 If the proper number of duplicates for each matrix has not been analyzed, reject the 
data. 

111 If duplicate 1analysis exceed the ±20 RPO flag the data as estimated (E) for samples 
with concentrations greater than 5 times the Project LOO. Best professional 
judgment should be used to evaluate duplicate analyses where the sample concentra
tions are at or near the IOL. 

111 If duplicate analysis for a particular analyte exceeds 100 RPO and the sample 
concentration in the duplicate is greater than 5 times the PSOOA-routinely
achievable LOO, the results should be considered quantitatively questionable and 
flagged with a Q. 

A laboratory report sheet and Section IX of the PSEP /PSOOA worksheet are shown m 
Figure 5-5 as an example to aid in the review process. 

5.5 OVERVIEW OF SPECIFIC INSTRUMENT REQUIREMENTS 

This section describes QA/QC requirements specific to AA and ICP analyses. t)jJ&fiU§fi~~ 

r~~f~111rt1~1r-11111~IJI lfl~t\,~i.itll~t1~,1~11~:!~w~~.~!?r~!ij~~ ~~~r~~~r~!~~,:~J 
to perform anal)' ses folio wing these guidelines to ensure potential instrnnient and matrix problems 
are taken into eonsideration. Many laboratories perform additional QC checks. Failure to 
adequately perform the procedures described below demonstrates a laboratory's inability to provide 
quality data for inclusion in the Puget Sound database. 

5.5.1 Graphite Furnace Atomic Absorption Analysis 

Objective-GFAA is susceptible to matrix interferences thi:\t~ij jf.f¢¢;~ t.fi@lj:;pr¢¢m!9@ijiijq 

ti!f1'1lllll~lllli111111iilll!l~~"~!!!!~!~1 
suppression) that eould produee false r esttlts if not mo nito1 ed. Dttplieate injeetions and anal)' tie!l 
5pikes are r eqttir ed to determine the preeision and a:eem aq of indi • idttal instrnment readings. 
Method of standard additions (MSA) i5 ttsed to llnalyl!e n1atr ix affeeted samples. Not llll s!mples 
1 eqt1i1 e MSA, and the dttplieate injeetions and post spike addition5 are ttsed to n10nito1 if MSA is 
1 equi1 ed. 

Requirements-The following QA checks are required: 

1111 AH furnace analyses, except those requiring full MSA, require duplicate injections 
and the average concentration should be reported. The raw data should contain all 
readings. 
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woc~ 
rA.Jplicate Results 

Metals 
m:;tM:J 

Dry Ba.sis 
Semple Name: EBI'Ol 
lab cede: 508-1 

eont.rol 
Relative 

Method Limit A B Average 
Difference 

AntiJiony 204.2 20% 0.35 0.32 0.34 

Arsenic 206.2 20% 6.1 4.3 5.2 

cadmium 213.2 20% 0.453 0.334 0.394 

~ 220.1 20% 60 60 60 

Lead 213.9 20% 49 48 48 

Mercury 245.1 20% 0.38 0.36 0.37 

Nickel 249.1 20% 48 48 48 

Silver 272.2 20% 0.62 0.63 0.62 

Zinc 289.1 20% 105 104 104 

Figure 5-5a. Example of duplicate results (Figure 5-5a) and data review 
worksheet (Figure 5-5b) 
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IX. Laboratory Prec1s1on Evaluation 

f Number of duplicates analyzed. Required to analyze 1 per 20 samples. 

Sample Number 0610 ( 

PLOD Duplicate 
Sample Sample Criteria 

Element ug/L mg/kg Result Result (RPO or..:_ PLOD) Action 

Antimony 

Arsenic 0.1 0.1 ;./ . .3 3;/.(;. RPD £ 
Cadmium {),I o. 4-5 3 (), 33../ 30.:;:L RPO €. 

Copper 

Lead 

Mercury 

Nickel 

Silver 

Zinc 

Laboratory Duplicate Actions should be applied to all other samples of the same matrix type. 

Actions: If both sample results are less than the PLOD, then laboratory precision is not evaluated. 
If either sample result is less than 5x the PLOD, then "E" results for elements whose 
absolute difference 1s >PLOD. If both sample results are greater than Sx the PLOD, then 
calculate the RPO. For sediment and tissue samples, "E" results for elements which have 
an RPO > 20%. 

Calculation: RPO Dl . D2 x 100 
(01 + 02y2 

NOTE: 
PLOD Pro1ect Limit of De1ect1on 
RPO Relative Percent Difference 
01 First sample value 
02 Second sample value 

Comments: 

Figure 5-5b. Example of duplicate results (Figure 5-5a) and data review 
worksheet (Figure 5-5b) 
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1111 For concentrations greater than the Project LOO, duplicate injections must agree 
within ±20 RPO or a third injection is required. 

1111 All analyses must fall within the calibration range. 

1111 Each sample (including method duplicate, GR.cWU SRM, and blank) requires a single 
analytical spike to determine if MSA is necessary for quantitation. 

111 The post-spike concentration should be no more than twice the EPA/CLP contract
required detection limit (see Table 5-6). For low concentration samples, these spike 
levels are high; no other criteria are specified under PSEP protocols. 

111 The percent recovery of the spike determines how the sample must be quantitated. 
Figure 5-6 is a schematic description of the evaluation process. 

1111 If the spike recovery is less than 40 percent, the sample must be diluted by a factor 
of 5- IO and rerun with another spike. Under CLP guidelines, which were adopted 
under PSEP protocols, this step must be performed only once. If, after the dilution, 
the spike recovery is still less than 40 percent, data are flagged with an "E" to 
indicate interference problems. 

1111 If the spike recovery is greater than 40 percent and the sample absorbance or 
concentration is less than 50 percent of the spike, report the sample as less than the 
Project LOO or less than the Project LOO times any dilution factor. 

1111 If the sample absorbance or concentration is greater than 50 percent of the spike and 
the spike recovery is between 85 and 115 percent, the sample should be quantitated 
directly from the calibration curve. 

1111 If the sample absorbance or concentration is greater than 50 percent of the spike and 
the spike recovery is less than 85 percent or greater than 115 percent, the sample 
must be quantitated by MSA, as follows: 

MSA data must be within the linear range established by the initial 
calibration curve. 

The sample and three spikes must be analyzed consecutively for MSA 
quantitation. (The initial sample and spike data cannot be used.) Only 
single injections are required for MSA quantitation. 

The spikes should be prepared at approximately 50, 100, and 150 percent 
of the sample absorbance. If the correlation coefficient is less than 0.995, 
the MSA analyses must be repeated. 

The data for MSA quantitation should be recorded in the raw data with 
the slope, intercept, and correlation coefficient for the line. The results 
should also be recorded. Reported values obtained by MSA should be 
flagged by the laboratory. If the MSA has been rerun a second time and 
the correlation coefficient still is less than 0.995, the results should be 
flagged by the laboratory. 

Evaluation Procedure-During data review, the reviewer should perform the following: 

1111 Review GFAA raw data to verify that all analysis requirements have been met 

1111 Verify results by recalculating at least 10 percent of the data for each parameter. 
If any calculation errors are found, all GF AA data should be recalculated. 

Action-The LOD recommended under PSEP protocols will require laboratories to use GFAA 
for many elements of concern. The QC control limits were established under EPA/CLP 
requirements and present situations that will require best professional judgment when reviewing 
data obtained near the IDL. The following review guidelines should be applied: 
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Prepare and analyze sample and 
one spike (2 x CRDL) -

(Double injections required) 
~ 

1 ' 

- Dilute sample 

I -
Analysis within calibration range No 

j l 

'' Yes 

If no, repeat only once 
Recovery of spike >40% 

- Flag data with 
1• Yes If still no, - an "E" 

Sample absorbance >50% No Report sample as 
< CRDL 

of spike absorbance• - X any dilution factor 

1r Yes 

Spike recovery <85% or > 115% No Quantitate from 
,,_. calibration curve 

and report 

, • Yes 

Quantitate by MSA with 3 spikes at 
50%, 100% and 150% 
of sample absorbance 

~ 

~ 

:;ingle injections required) ..........._ 

1 r 

Correlation coefficient >0.995 If no, repeat only once 

, • Yes 

Flag data with "S" - Flag data with a • +" 
If still no, 

~ 

•Spike absorbance defined as (absorbance of spike sample) minus (absorbance of the sample) 

Figure 5-6. Furnace atomic absorption analysis schematic 
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11 If duplicate injections have not been performed, reject the data. 

111 If duplicate injections are outside the control limits of ±20 percent relative standard 
deviation (RSD) or CV, and third injection was not analyzed, flag the data as 
estimated (E). 

1111 If the third injection does not agree with either of the first two injections (±20 
percent CV), flag the data as estimated (E). 

111 Apply best professional judgment to those samples approaching the minimum IDL. 
Very small differences in absorbance near the IDL can produce samples with 
duplicate injections outside the control limits, but with sample concentrations 
differing by only a few parts per billion. Determine the significance of the 
difference and decide if the data should be qualified. Consult an expert if unsure 
of the relationship between the duplicate injections and the relative absorbance 
values. 

11 If the analytical spike recovery is less than 40 percent and a dilution has not been 
analyzed, flag the data as estimated (E). 

111 If the post-digestion spike recovery is less than l 0 percent, the data should be 
rejected (R). 

111 If MSA is required but has not been performed, flag the data as estimated (E). 

111 If the MSA correlation coefficient is less than 0.995, flag the data as estimated (E). 

These actions are applied on a sample-to-sample basis. Only those samples not meeting these 
criteria are qualified. For example, one sample in a batch may require MSA, but the others can 
be quantitated directly. Section VI of the PSEP /PSDDA worksheet in Figttre 5 7 and two copies 
of raw data sheets are provided rijF.'.igijf¢: ~f:j\as examples of duplicate injection and MSA analysis. 

5.5.2 Flame and Cold Vapor Atomic Absorption Analysis 

FAA is not routinely used in analyzing samples under PSEP protocols because of the low LOO 
required. Cold vapor atomic absorption (CVAA) is used in analyzing samples for mercury. For 
FAA and CVAA, previous calibration requirements apply (i.e., ICV, CCV, ICB, CCA), but no 
post-digestion spikes or duplicate injections are required. The raw data should include information 
about the standards and their absorbancies so the reviewer can assess the reliability of the values. 
FAA readings of less than 0.0 IO absorbance units greater than the blank should be suspect. 
Analyses with such low absorbance readings should be performed by a more sensitive method (i.e., 
GFAA), and it is recommended the FAA sample values be rejected. 

5.5.3 Inductively Coupled Plasma Analysis 

Two QC checks are required for ICP analyses: interference check sample (ICS) and serial 
dilution analyses. The laboratory may perform other QC checks, but no additional checks are 
required under PSEP protocols. Section VI of the PSEP /PSDDA worksheet and laboratory sheets 
are shown in Figure 5-8 as examples of ICP review. 

Objective-The ICP ICS analysis 1s performed to verify the laboratory's interelement and 
background correction factors. 
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Figure 5-?a. Example of GFAA laboratory worksheet (Figure 5-7a), MSA laboratory raw data. 
print out (Figure 5-7b), and data review worksheets (Figures 5-?c and 5-?d) 
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BLANK 0.0 0.005 0.005 
'):::TION :i. 150.0 O.G 0.128 0.128 . .JITION 2 300.0 0.0 0.217 0.217 

ADDITION 3 450.0 0.0 0.288 0.288 
SAMPLE 26 81. 8 0.0 0.048 0.048(.::.i' ?'?'JI 
BLANK 0.0 0.001 0.001 
ADDITION l 150.0 0.0 0.080 0.080 
ADDITION 2 300.0 0.0 0.128 0.128 
ADDITION 3 450.0 0.0 0.196 0.196 
SAMPLE 27 55.7 0.0 0.022 0 . 0 2 2 ( = 01'/ 7 7 
BLANK 0.0 -0.002 -0.002 
ADDITION 1 150.0 0.0 0.089 0.089 
ADDITION 2 300.0 0.0 0.152 0.152 
ADDITION 3 450.0 0.0 0.210 0.210 
SAMPLE 28 66.2 0.0 0.026 o. 0251::{ '!1?o 
BLANK 0.0 -0.002 -0.002 
ADDITION l 150.0 0.0 0.087 0.087 
ADDITION 2 300.0 0.0 0.151 0.151 
ADDITION 3 450.0 0.0 0.216 0.216 
SAMPLE 29 66.0 0.0 0.029 0.029 f=[J~/17 
BLANK 0.0 0.001 0.001 
ADDITION l 150.0 0.0 0.103 0.103 
ADDITION 2 300.0 0.0 0 .180 o. urn 
ADDITION 3 450.0 0.0 0.249 0.249 

SAMPLE CONC %RSD HEAN READINGS 
ppb ABS 

SAMPLE 30 72.l 0.0 0.036 0.036\.::['1~'/7 
BLANK 0.0 0.000 0.000 
ADDITION 1 150.0 0.0 0.080 0.080 
ADDITION 2 300.0 0.0 0.140 0.140 
ADDITION 3 450.0 0.0 0.199 0.199 
SAMPLE 31 59.9 0.0 0.024 u . 0 2 4 I -::: c ?/ ') I 
BLANK 0.0 -0.001 -0.001 
ADDITION 1 150.0 0.0 0.125 0.125 
ADDITION 2 300.0 0.0 0.203 0.203 
ADDITION 3 450.0 0.0 0.276 0.276 

:::_ () 7'!1 I SAMPLE 32 93.3 0. 0 0.047 0.047{ 
BLANK 0.0 0.000 0.000 
ADDITION 1 150.0 0.0 0.081 0.081 
ADDITION 2 300.0 0.0 0.146 0.146 
ADDITION 3 450.0 0.0 0.207 0.201 tr·"'?. SAMPLE 33 58.0 0.0 0.026 0. 026 (: . 17 s-
BLANK 0.0 -0.001 -0.001 
ADDITION 1 150.0 0.0 0.091 0.091 
ADDITION 2 300.0 0.0 0.166 0.166 
!~"1ITION 3 450.0 0.0 0.222 0.222 

.lPLE 34 66.5 0.0 0.029 0.029 r:..o. 77a& 
E!..P.?-H: c.c 0. oc:. 0.001 
ADDITION 1 150.0 0.0 o.oe2 0.082 
ADDITION 2 300.0 0.0 0.153 0.153 
ADDITION 3 450.0 0.0 0.205 0.205 
SAMPLE 35 58.2 0.0 0.024 0.024 ( ~ C; C;f-Y<'/ 
BLANK 0.0 0.001 0.001 - , / v / 

Figure 5-7b. Example of GFAA laboratory worksheet (Figure 5-7a), MSA laboratory raw data 
print out (Figure 5-7b), and data review worksheets (Figures 5-7c and 5-7d) 
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VI. Instrument Specific QA Requirements 
GFAA QC Analysis/Method of Standard Additions 

A. 

/ 
Duplicate Injections 

Duplicate injections were performed for all samples and agreed within ..:::_20% Relative 
Standard Deviation (RSO). The RSD or Coefficient of Variation (CV) is calculated by 
dividing the standard deviation by the mean and multiplying by one hundred. 

Duplicate injections were not performed for the following samples/elements: 

""M.os·t uxx-c..- okav - Thax:::.. outs 1de. uJ?Ce-- o..,na.ll.( -z--ed 
b)I M?A-, 

Action: Reject (R) data. 

Duplicate injections were outside the ..:'.:..20% RSD limit and a third injection was not 
performed for samples with an absorbance > 50% of the spike concentration as required 
for the following samples/elements: 

Action: Estimate (E) data and summarize the lab's deficiency in the QA Summary. 

Duplicate injections did not agree within 2._2 0% RSD and the third injection did not agree 
with either of the first two injections (..:::_20% RSD) for the following samples/elements: 

Figure 5-7c. Example of GFAA laboratory worksheet (Figure 5-7a), MSA laboratory raw data 
print out (Figure 5-7b), and data review worksheets (Figures 5-7c and 5-?d) 
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B. Analytical Spike Percent Recoveries 

Vo!:::.. One-point analytical spikes were performed for all samples and the spike recoveries met 
the 85-115% recovery criteria (Accept data). 

The analytical spike recoveries were less than 10% for the following samples/elements: 

Action: Reject (R) data. 

Spike recoveries were 10-40% and the laboratory did not dilute and re-analyze the 
following samples/elements: 

Action: Estimate (E) positive results and reject (R) non-detected results. 

Spike recoveries were 10-40% after the following samples/elements were diluted and re
analyzed: 

Action: Estimate (E) positive results and reject (R) non-detected results. 

Sample Concentrations were less than 50% of the spike value and spike recoveries were 
greater than 40% (Accept data.) 

/ Sample Concentrations were greater than 50% of the spike value, and spike recoveries 
did not meet the 85-115% recovery criteria. The following actions should be taken: 

Method of Standard Addition (MSA) was not performed as required for 
sample numbers/elements: 

Action: Estimate (E) data and summarize the lab's deficiency in the QA 
Summary. 

MSA was used to quantitate analytical results for the following 
samples/elements when correlation coefficients were greater than 0.995: 

.::i-O't-1,. 5o~-i) SoR-3, 50S-Co 

Action: Accept data. 

Figure 5-7d. Example of GFAA laboratory worksheet (Figure 5-7a), MSA laboratory raw data 
print out (Figure 5-7b). and data review worksheets (Figures 5-7c and 5-7d) 
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Figure 5-8a. Example of ICP interference check sample results (Figure 5-8a), ICP serial dilution 
results (Figure 5-8b), and data review worksheets (Figures 5-8c and 5-8d) 
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Figure 5-8b. Example of ICP interference check sample results (Figure 5-8a), ICP serial dilution 
results (Figure 5-8b), and data review worksheets (Figures 5-8c and 5-8d) 
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ICP Interference Check Sample Analysis 

The ICP interference check sample analysis is performed to verify the contract laboratories' 
interelement and background correction factors. 

V Interference QC samples were run at the beginning and end of each sample analysis run 
(or a minimum of twice per 8 hour working shift, whichever is more frequent) and were 
within the control limits specified in PSEP. 

Note: 

Interference QC samples were run, but did not meet the control limits. 

In general, the sample data can be accepted without qualification if the concentrations 
of aluminum, calcium, iron, and magnesium are less than 50% of the ICP Interference 
check sample concentrations. 

The 20% contract limit (80-120%) is based on the true value for EPA standards, and on 
the mean value (run at least five times) for non-EPA standards. 

Remarks: ~ ~ ~ ~ ~ 6-u..J.-
1~U/J ~£ =iHO GEA-A. 

Figure 5-8c. Example of ICP interference check sample results (Figure 5-8a), ICP serial dilution 
results (Figure 5-8b), and data review worksheets (Figures 5-8c and 5-Bd) 
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QC Analysis Serial Dilution Results 

Serial dilution analysis enables the reviewer to evaluate whether significant physical or chemical 
interferences exist due to sample matrix for samples analyzed by ICP. Sample results for elements 
analyzed and quantitated by Furnace Atomic Absorption should not be evaluated. 

Serial Dilutions were performed for each matrix and results of the diluted sample analysis 
agreed within ten percent of the original undiluted analysis. 

Serial Dilutions were not performed for the following: 

\/ Serial Dilutions were performed, but analytical results did not agree within 10% for 
analyte concentrations greater than 1 Ox the IDL after dilution. The following elements 
were evaluated for Matrix interferences: 

Dilution Factor (Of): \ 0 Matrix: uJa:k< 

Serial Diluted Sample Result 

Element IDL IDL x 10 
Sample #: 
t:i:t:?:IS5 without OF Times OF Action 

Aluminum 

Cadmium ,;(. 5" ;is-. ~'1. ~o 3.4--;~ 31.f. 75 ~ 
Calcium 

Chromium 

Iron 

lead 

Magnesium 

Nickel 

Silver 

Zinc 

Other: 

Actions: All data for samples of the same matrix for that element should be estimated (E) when the 
serial dilution results do not meet contractual requirements. 

Figure 5-8d. Example of ICP interference check sample results (Figure 5-Sa), ICP serial dilution 
results (Figure 5-8b), and data review worksheets (Figures 5-8c and 5-8d) 
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Requirements-The following QA checks are required: 

111 The ICP ICS sample must be run at the beginning and end of each sample analysis 
run (or a r11inirn~rn of twice p~r8-hour working shift), \Vhiche~er is rn?r~ frequent. 
1'h~l0$#~mPik p@J5~Ql)Jaln~qff9m $PA.9ff#frrr;f99mm.~faial•<$9i.if<:;i~ The ICS 
sample ean be obtained from EPA if available. 

111 Results for the check sample must fall within the ±20 percent control limit of the 
true value. 

111 If no ICP ICS is available from EPA, the laboratory must prepare a sample with 
analyte and interferant concentrations at the levels described under PSEP protocols. 

111 If the ICS exceeds the control limits, the laboratory must terminate analysis, correct 
the problem and reanalyze following all calibration and verification procedures. 

Evaluation Procedure-During data review, the reviewer should perform the following: 

1111 Review raw data and verify that the results meet the required criteria 

111 Spot check raw data (ICP printout) to verify the accuracy of the recoveries reported 

111 Spot check raw data for negative results 

1111 If the results do not meet the required criteria, verify that all affected samples were 
reanalyzed. 

Action-The ICS is designed to measure the laboratory's ability to analyze samples with high 
concentrations of analytes that produce spectral interferences in ICP analyses (i.e., aluminum, 
calcium, iron, and magnesium). There are two solutions analyzed to determine the instrument's 
interference correction factors. One solution contains aluminum, calcium, iron, and magnesium in 
very high concentrations (200,000-500,000 mg/L). The second solution contains the same high 
concentrations of interferents plus smaller concentrations of other elements analyzed by ICP. No 
elements should be detected in the first solution other than the four interferents. The recovery for 
the elements analyzed in the second solution should be ±20 percent of the true value. Listed in 
Table 5-8 are possible problems encountered when reviewing ICP data. For data sets exhibiting 
problems, an expert should be consulted to interpret data quality and usability. 

5.5.4 Serial Dilution Analysis 

Objective-Serial dilution analysis is required to ascertain whether significant physical or 
chemical interferences exist due to sample matrix. 

Requirements-The following QA checks are required: 

111 One sample from each group of samples of similar matrix (i.e., sediment, tissue) or 
for each group of samples, whichever is more frequent, must undergo at least one 
serial dilution. 
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TABLE 5-8. GUIDELINES FOR REVIEWING ICP INTERFERENCE 
CHECK SAMPLE DATA 

Results 

Recovery for all elements within ±20% control 
limits. 

Recovery for some elements outside control 
limits. Reported sample results have inter
ferant concentrations considerably lower than 
interference check sample (ICS) concentra
tions. 

Recovery for some elements outside control 
limits. Reported sample results have inter
ferant concentrations comparable or greater 
than respective levels in the ICS. 

Positive or negative results for elements not 
present in the ICS, but the four common 
interferents present in the samples in concen
trations significantly less than their respective 
concentrations in the ICS (i.e., <50%). All 
other required control limits met. 

Positive or negative results for elements not 
present in the ICS. Samples have comparable 
or higher concentration of interferents. 
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Action 

Accept sample data. Continue review process. 

Reject data. Samples should be reanalyzed 
with instrument properly calibrated. 

Consult an expert. Interelement interferences 
may be significant. 

Data acceptable without further evaluation. 
Continue review process. 

Consult an expert. Interelement interferences 
may be significant. 



111 Results of the diluted sample analysis and the original must agree within 10 percent. 
The 10-percent criterion applies only if the analyte concentration is minimally a 
factor of 10 above the IDL after dilution. If the analyte concentration is greater 
than 10 times the IDL, and the dilution analysis is not within 10 percent, a chemical 
or physical interference effect should be suspected. 

Evaluation Procedure-During data review, the reviewer should perform the following: 

111 Review raw data and verify that serial dilutions have been analyzed at the proper 
frequency for each matrix 

111 Spot check raw data and verify that serial dilution analysis results compare within 
10 percent. 

Action-Following data review, the reviewer should perform the following: 

1111 If the 10 percent criterion is not met, and sample analyte concentration is greater 
than 10 times the IDL after dilution, flag data as estimates (E) for the element 

111 If serial dilution was not performed, consult an expert as to data usability. 
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6. QUALITY ASSURANCE FOR SEMIVOLATILES IN SEDIMENTS 

6.1 INTRODUCTION 

Analysis of semivolatile organic compounds encompasses several classes of compounds 
including aromatic hydrocarbons, halogenated ethers, organic acids and bases, chlorinated 
pesticides, atj(,'t p9Jy¢ijt§fiija):¢Q t?Jpfi¢9YrnHR<.:;JUi and PCB. Difficulty in analysis of semi volatiles 
arises from several factors: sample interferences, analytical losses during extract cleanup and 
concentration, confirmation of specific compounds in complex extracts (especially with GC/ECD), 
and obtaining adequate confirmation spectra using mass spectrometry. 

A summary of frequencies and control limits of various QA elements of interest when 
reviewing semivolatile organic compound data is shown in Table 6-1. 

6.2 UNIQUE SAMPLING REQUIREMENTS FOR SEMIVOLATILE ANALYSIS 

Sample collection for semivolatile analysis must be conducted in a manner that ensures samples 
are free of contamination. All sampling equipment should be washed with detergent, rinsed with 
distilled, deionized water (DOW), and rinsed with solvents (three times). Samples should be stored 
in jars with polytetrafluoroethylene (PTFE)-lined lids. Between samples, the sampling equipment 
should be rinsed with water, then solvent rinsed to protect against cross contamination. The sample 
jars should be washed with detergent, rinsed with DOW, and combusted at 400° C for 4 hours. 
Samples should be frozen at -20° C as soon as possible after collection. 

An air pocket in the sample container will allow room for expansion of the sample during 
freezing and will reduce the possibility of vessel breakage during storage. Samples should be 
shipped on dry ice. The total time between sample collection and analysis should not exceed 
6. fl10nths for semivolatile analysis.• :E::Ktt~<ftj $Q§4fq !)¢ ;#ijaj}#~9Wnhiij ff() tt~Y$ §flh¢ ¢XXHl¢fH\tj 
d~rn~ 

6.3 DATA COMPLETENESS AND FORMAT 

All deliverables specified in the SOW should be confirmed upon receipt of the data package. 
Although complete review of the data probably will not occur immediately upon data receipt, 
review will be facilitated if all necessary documentation is available. If documentation complete
ness is not checked until long after data delivery, laboratory staff will be less likely to recall details 
of the project, and retrieving documents from laboratory files could be time consuming. Often 
omissions from the data package result from oversights rather than the laboratory's inability to 
produce missing items. 

The data set is considered complete when all items are present (as specified in the SOW) or 
are accounted for in the cover letter. It is recommended that the following items be included for 
proper data validation by independent QA review and should always be specified in the original 
SOW: 

111 A cover letter referencing or describing the procedure used (noting any procedure 
modifications) and any analytical problems encountered 

1111 Reconstructed ion chromatograms for analyses for each sample 

11111 Mass spectra of detected target compounds for each sample analyzed by GC/MS and 
library spectra of all target compounds. 
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TABLE 6-1. RECOMMENDED FREQUENCIES AND CONTROL LIMITS 
FOR SEMIVOLATILE QA SAMPLES 

Analysis Type 

Method blanks 

Certified refer
ence matcrialsb 

Matrix spikes 

Analytical repli
cates 

Surrogate spikes 

Initial calibration 

Ongoing calibra
tion 

Frequency of Analysis3 

One per extraction batch or one per 12-hour shift (whichever 
is most frequent) 

< 50 samples: one per set of samples submitted to laboratory 

> 50 samples: one per 50 samples analyzed 

Not required if complete isotope dilution used 

< 20 samples: one per set of samples submitted to laboratory 

;?:20 samples: 5% of total number of samples 

< 20 samples: one per set of samples submitted to laboratory 

;?:20 samples: one triplicate and additional duplicates for a 
minimum of 5% total replication 

Every sample 

Before any samples arc analyzed, after each major disruption 
of equipment, and when ongoing calibration fails to meet cri
teria 

At the beginning of each work shift, every 10-12 samples or 
every 12 hours (whichever is more frequent), and at the end of 
each shift for GC/MS and GC/F1D. At the beginning of each 
work shift, every 6 samples or every 6 hours (whichever is less 
frequent), and at the end of each shift for GC/ECD. 

" Frequencies listed are minimums; some programs may require higher levels of effort. 

b As available. 
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Control Limit 

Phthalatcs: 5 µg total or 50% of analytc 
concentration in samples 

Other organic compounds: 2.5 µg total 
or 5% of analytc concentration in sam
ples 

95% confidence interval for certified 
reference material (±l.96sS:[)) 

50% recovery 

±100% coefficient of variation (for > 2 
replicates) or ±100% R-SB-:l~.~p (for 
duplicates) 

50% recovery (10% if isotope dilution is 
used) 

20% coefficient of variation; 30% for 
highly polar compounds or other ana
lytes at the discretion of the QA re
viewer 

25% of initial calibration for GC/MS; 
15% of initial calibration for GC/ECD 



1111 GC/ECD and/or GC/FID chromatograms for each sample 

1111 Raw data quantification reports for each sample 

1111 A calibration data summary reporting calibration range used (and DFTPP spectra 
and quantification report for GC/MS analyses) 

1111 Final sample volumes and dilution factors, sample size wet-to-dry ratios, and IDL 

1111 Analyte concentrations with reporting units identified (two significant figures unless 
otherwise justified) 

1111 Quantification of all analytes in method blanks (µg/sample) 

1111 A list identifying the method blanks associated with each sample 

1111 Tentatively identified compounds (if requested) and methods of quantification 
(include spectra) 

1111 Recovery assessments and a replicate sample summary (laboratories should report 
all surrogate spike recovery data for each sample; the range of recoveries should be 
included in reports using these data) 

11 Data qualification codes and definitions. 

The data should be reported on standard forms so different data sets are of uniform format. 
This uniformity aids in both internal and external QA review and data validation. Unless otherwise 
specified, the data package should be complete to avoid misinterpretations based on missing 
information. 

6.4 OVERVIEW OF EXTRACTION, EXTRACT CLEANUP, AND INSTRUMENTAL ANALYSIS 

In this section, commonly used analytical techniques and procedures for analysis of 
semivolatile organic compounds are presented in the approximate analytical sequence. Different 
methods can be used to attain acceptable results. This list of techniques is not complete, as it 
concentrates on procedures generally used by laboratories in the Northwest. 

During QA review, the reviewer should assess if the analytical scheme is reasonable, 
considering the target compounds. Most methods used are widely accepted and do not present 
problems. Modifications of standard procedures merit attention. For example, when less selective 
GC detectors are substituted for GC/MS, a more thorough cleanup is required to reduce 
interferences during analysis. GC/MS is preferred for analysis of nonchlorinated analytes; if 
GC/FID is used, interfering compounds must be removed from the extract. For example, fatty 
acid methyl esters can present an interference problem for GC/FID analyses of polynuclear 
aromatic hydrocarbons (PAH) if not removed during extract cleanup. 

6.4.1 Extraction 

The solvent used during extraction, liquid chromatography, and GC analysis should be chosen 
so all target compounds are efficiently extracted and carried through the entire analytical scheme. 
Polarity and volatility are primary factors in determining solvent suitability. Often mixtures of 
polar and nonpolar solvents are used when trying to extract acid/base/neutral (A/B/N) compounds. 
According to the organic chemistry maxim "like dissolves like" (i.e., nonpolar compounds are more 
soluble in nonpolar solvents and polar compounds are more soluble in polar solvents), solvent 
mixtures containing both nonpolar and polar solvents are more likely to carry all compounds of 
interest. When solid samples contain water, a polar solvent should be used to permeate the sample. 
Common extraction solvents are methylene chloride (relatively nonpolar) and acetone or methanol 
(more polar solvents). The reviewer should verify that the solvents used do not eliminate 
compounds or classes of compounds during the procedure. Also, boiling points of the solvents 
should not approach boiling points of low molecular weight semivolatile target compounds. 
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The extraction of analytes of interest is commonly performed using sonication, Soxhlet 
extraction, and shakers or rollers. During sonication, a disrupter horn is used to agitate the sample 
and facilitate partitioning of organic compounds into the solvent phase. Sonication is efficient and 
fast. Because sonication is typically performed in an open beaker, the possibility exists for sample 
loss or laboratory contamination. Also, filtration or centrifugation is required to separate the 
extract from the sediment. Soxhlet extraction is carried out in a closed apparatus in which solvent 
is cycled through a permeable thimble containing the sample; the solvent cycling is driven by 
heating and condensation. When Soxhlet extraction is terminated, the sediment and extract are in 
distinct phases in the apparatus and do not require filtration or centrifugation. Soxhlet extraction 
is a very efficient method of extraction. Disadvantages of Soxhlet extraction are the time required 
for efficient extraction (approximately 16 hours) and the possibility of channeling occurring if the 
sample is not stirred. Shaker and roller table extraction are cold extraction techniques. The shaker 
or roller table mixes the sample throughout the entire extraction. 

Because water from samples is typically contained in extracts (unless samples are dried prior 
to extraction), the water phase must be removed from the extract by liquid-liquid partitioning 
(e.g., in a separatory funnel), or by adding sodium sulfate. Residual water can cause considerable 
difficulties in subsequent steps (e.g., column chromatography, extract concentration). If liquid
liquid partitioning is not performed carefully (e.g., with appropriate pH adjustments), resultant 
losses of polar analytes can occur. 

Anhyqf(:)U$#>Pi:ilm l'hfff~i~Sodium ~rnlfate removes water by forming hydrous sodium sulfate. 
This method is used to remove water remaining in the organic layer after partitioning. Sodium 
sulfate is added to the extract until the extract flows freely when swirled or it is passed through 
a column containing sodium sulfate. 

6.4.2 Sulfur Removal 

Sediments often contain elemental sulfur, which interferes with GC/ECD analysis. If crystals 
are present or if the GC/ECD chromatogram shows interference, elemental sulfur may be present 
in the sample. Sulfur can be removed with metallic mercury, activated copper, or by the tetrabutyl 
ammonium (TBA)-sulfite method of the EPA/CLP (U.S. EPA 1988). The mercury method is 
efficient and easy. Problems include the health hazards of working with mercury, the difficulty 
of recovering mercury when it has been dispersed by high energy agitation, and disposal of the 
waste mercury. Copper (either in granular form or turnings) is also efficient and easy to work 
with. A disadvantage of using copper is the potential loss of analytes (e.g., as indicated by reports 
of loss of mercaptans and possible loss of heptachlor). The TBA-sulfite method involves the 
addition to the extract of TBA-sulfite in an aqueous phase, requiring a subsequent partitioning step 
to separate the solvent and aqueous phases. As with any additional procedural step, the potential 
for analytical losses increases. Depending on the method used, sulfur removal can be performed 
at any of several stages of analysis (e.g., during extraction or during column chromatography). 

6.4.3 Cleanup and Separation 

Extracts are fractionated and cleaned up using liquid chromatography. Acceptable methods 
are gravity column chromatography and high-performance liquid chromatography (HPLC). Column 
chromatography involves eluting the sample extract through silica gel, alumina, a polymer (gel 
permeation chromatography (GPC)], or a combination- of these. GPC polymers (e.g., Bio-Beads 
SX-3, Sephadex LH-20) separate macromolecules from the lower molecular weight compounds of 
interest, thus eliminating biological macromolecules that may cause interferences. Because GPC 
columns are reusable, it is necessary to calibrate them regularly. When GPC columns degrade, the 
analytes may elute at a different retention volume than expected (e.g., in the biological macro
molecule fraction), and thus may be discarded rather than collected. For this reason, QA review 
of the documentation for column calibration is strongly recommended. Silica gel and alumina 
columns are used to separate different classes of compounds (e.g., PAH from polar organic 
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compounds). Calibration of silica and alumina columns should be checked by the laboratory for 
each batch of adsorbent and whenever laboratory conditions change significantly, because adsorbent 
properties vary considerably with moisture content, which in turn may vary with laboratory 
conditions (especially temperature and humidity). In general, when multiple column elutions are 
performed, it is likely at the expense of analyte recovery. 

HPLC has recently been used to fractionate and clean up sample extracts (Krahn et al. 1988). 
This method uses two preparatory gel-permeation columns (Phenomenex Phenogel, IOOA) in series. 
HPLC is capable of performing rapid, sharp separations in small volumes of solvent (total run time, 
including column cleanup, is 20 minutes). Preparative columns allow samples to be analyzed at low 
back-pressures and with longer column life. 

6.4.4 Extract Concentration 

Concentration of fractions can occur at several stages of analytical procedures and presents the 
risk of analyte loss. Laboratories prefer rapid methods, but should not compromise analyte 
recoveries. Accepted methods for concentrating extracts to ~2 mL include rotary evaporation and 
Kuderna-Danish boiling apparatus; for reducing volumes of several milliliters to final extract 
volumes (e.g., 0.5 to l.O mL), blowing down extracts with purified, inert gas (e.g., nitrogen) is 
commonly performed. Regardless of the method used for evaporation, samples must never be 
evaporated to dryness. The recovery of the more volatile analytes drastically decreases when 
sample extracts are allowed to go to dryness. 

6.4.5 Instrumental Analysis 

Instrumental analysis of semivolatile organic compounds is performed by GC. The gas 
chromatograph ideally separates the mixture of contaminants into resolved analyte peaks by passing 
the sample through a chromatographic column at a specified temperature and carrier gas flow rate. 
Capillary columns provide superior resolution as compared with packed columns and are strongly 
recommended. Three kinds of detectors are typically used for analyzing semivolatile compounds. 
A GC/MS is often used for all A/B/N compounds. A GC/ECD is often used for detection of 
halogenated analytes (e.g., chlorinated hydrocarbon pesticides and PCB). GC/FID is used for 
analysis of nonchlorinated compounds. 

6.4.6 Commonly Used Analytical Protocols 

Although many analytical procedures are used in commercial and government-owned 
laboratories to analyze semivolatile organic compounds, the QA reviewer is likely to encounter a 
limited range of procedures. The EPA/CLP method is commonly used for work sponsored by EPA 
and other regulatory agencies. The National Oceanic and Atmospheric Administration's (NOAA) 
national monitoring program generates environmental monitoring data by a different standardized 
procedure. Brief descriptions of the EPA/CLP and NOAA protocols are presented below. 

U.S. EPA/CLP Method-EPA has developed methods for the analysis of semivolatile organic 
compounds as part of the CLP (U.S. EPA 1988 ). The CLP protocol calls for extraction of a wet 
sediment/sodium sulfate mixture by sonication using l:l methylene chloride:acetone. The extract 
is filtered, concentrated by Kuderna-Danish apparatus, and run through a GPC column (optional; 
Bio Beads SX-3). The extract is then split so the PCB/pesticide fraction can be further cleaned 
up over alumina. If elemental sulfur is present, the TBA-sulfite method is used to remove it. 
Analysis is performed by GC/ECD for PCB and chlorinated pesticides and by GC/MS for other 
semivolatile organic priority pollutants (i.e., A/B/N compounds). 

77 



NOAA Method-NOAA has developed a method that is used for its national monitoring 
program, Status & Trends (MacLeod et al. 1985). The method involves extraction of wet sediments 
on a roller table with methanol, then I: I methanol: methylene chloride, then three times with 
methylene chloride. The combined acidified extract is partitioned into the methylene chloride layer 
in a separatory funnel, and further dried with sodium sulfate. The extracts are concentrated using 
a Kuderna-Danish #pp~f~Ul$l Smaller volumes are reduced by blowing down with a purified 
stream of nitrogen gas. Cleanup and fractionation of sediment extracts is performed with liquid 
chromatography over silica gel/alumina in the same column. Elemental sulfur is removed by 
adding granulated copper to the top of the silica/alumina column. If sulfur is still present, copper 
is added during the concentration step after liquid chromatography. Analysis is performed by 
GC/ECD for the pesticides and PCB. Ten to twenty percent of these samples are analyzed by 
GC/MS to verify the peaks used for quantification with GC/ECD. PAH are analyzed by GC/FID 
(with 10-20 percent verification by GC/MS) or by GC/MS. 

NOAA HPLC Method-NOAA has recently modified the MacLeod et al. ( 1985) method using 
HPLC for cleanup and separation (Krahn et al. 1988). Extraction and concentration are the same 
as MacLeod et al. ( 1985), except for the elimination of the methanol steps. Water is removed by 
adding sodium sulfate to the extract mixture. A prefiltering of the extract through glass wool is 
required before HPLC. The samples are eluted isocratically (i.e., using a constant composition of 
elution solvent) with methylene chloride for 20 minutes. The advantages of the HPLC method are 
it is automatable, quick, does not require column preparation, and is more precise than gravity 
columns because chromatographic conditions can be monitored. Initial cost is the primary 
disadvantage of the HPLC system. 

6.4. 7 Modifications of Routine Methods 

The QA reviewer may encounter procedures that deviate somewhat from routine analytical 
methods (e.g .. the EPA/CLP method). Methods of particular interest are the isotope dilution 
technique (relevant to the analysis of A/B/N compounds by GC/MS) and procedures for PCB 
identification and quantification. 

The Isotope Dilution Technique-The isotope dilution technique (described for water samples 
in EPA Method 1625B; U.S. EPA 1984) is a procedure in which the surrogate compounds are stable 
isotope (deuterium or 13C)-labeled analogs for all (or nearly all) of the target compounds (as 
available). A detailed discussion of the technique is not possible in this document. However, it 
is important to understand that the method entails primarily surrogate compound addition and 
quantification techniques. The isotope dilution technique does not involve specific methods of 
sediment extraction and extract cleanup. During quantification, concentrations of target compounds 
are recovery-corrected to account for the observed recovery of the associated surrogate standard. 
For example, in a sample in which d 8-naphthalene recovery was 60 percent, the detected 
concentration of unlabeled naphthalene would be multiplied by 1.67 (i.e., 100/60). This recovery 
correction is appropriate because the surrogate compounds, which are chemically very similar to 
the target compounds, behave similarly to the target compounds during chemical analysis. 
Advantages of the isotope dilution technique include the following: 

1111 For a given set of sediment samples, data subjected to compound-specific recovery 
correction have resulted in better accuracy and precision than data that have not 
been recovery-corrected. Thus, by accounting for chemical-specific analytical losses 
on a sample-by-sample basis, the method addresses precision as well as accuracy. 
A comparison of recovery-corrected and uncorrected data for a sediment reference 
material is presented in Figure 6-1 (data from PTI 1988). Although performance 
was relatively good using uncorrected data, improvement in accuracy for more 
volatile compounds (e.g., naphthalene and 2-methylnaphthalene) is apparent in 
Figure 6-1. Precision for naphthalene was also better for the recovery-corrected 
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Figure 6-1. Results for a sediment reference material with and without surrogate recovery corrections 



data; based on four replicates, uncorrected data had a 36 percent CV for naphtha
lene, whereas the corrected data had a CV of 15 percent. More dramatic 
improvements have been observed in other studies. 

1111 Because stable isotopically labeled surrogates are available for the majority of EPA 
priority pollutants (and for a wide range of other compounds), use of isotope dilution 
yields considerable QA information not available from more conventional analyses. 
Specifically, surrogate recoveries are available for most target compounds in all 
samples when using isotope dilution. 

1111 Isotope dilution precludes the need for matrix spikes. 

Disadvantages of the isotope dilution technique include the following: 

11 Isotope dilution analyses are typically more expensive than more conventional 
analyses, in part because of the cost of labeled compounds and software required 
for quantification (recovery correction). 

11 For relatively uncontaminated samples in which target compounds are not present 
or occur at concentrations near detection limits, the presence of labeled surrogates 
can confound GC/MS data interpretation for two reasons: (I) unlabeled impurities, 
which have been reported for a few compounds by commercial laboratories, could 
potentially result in false positives, and (2) spectral interferences (in particular, 
secondary ions of the labeled compounds that are identical to quantification ions of 
the unlabeled compounds) could present considerable problems in compound 
identification and quantification when the labeled compound is present at a far 
higher concentration than the target compound. 

1111 Interferences resulting from the labeled compounds can complicate GC/MS searches 
for tentatively identified compounds and GC/ECD searches for PCB and chlorinated 
pesticides (if the same extract is used for GC/MS and GC/ECD analyses). For this 
reason, separate extracts should be prepared for GC/MS and GC/ECD analyses when 
isotope dilution is used. Separate extractions for GC/MS and GC/ECD analysis also 
increases the cost of isotope dilution analysis. 

PCB Identification and Quantification-Accurate PCB quantification is difficult to achieve 
in routine analyses. A common practice is to quantify PCB with packed-column GC/ECD by 
comparing selected peaks in samples to corresponding peaks in commercial Aroclor formulations 
closely resembling the sample. The critical difficulties with this procedure relate to two factors: 

1111 Environmental PCB assemblages often differ considerably from commercial Aroclor 
mixtures because of the variable properties of PCB congeners (e.g., aqueous 
solubility, volatility, susceptibility to biodegradation) 

111 GC/ECD has a markedly variable response to the 209 congeners depending on the 
number and position of chlorine atoms on the biphenyl nucleus (e.g., Mullin et al. 
1984). 

Although the EPA/CLP has relied upon a packed-column, Aroclor matching technique for 
PCB quantification, data quality reviewers should be aware that such techniques are not universally 
accepted. Limitations of such techniques have been discussed in the scientific literature by leading 
PCB researchers (e.g., Duinker et al. 1980; Gebhart et al. 1985; Brown et al. 1987; Schwartz et al. 
1987). For example, the following quotation regarding Aroclor-matching was excerpted from 
Gebhart et al. (1985), which was co-authored by EPA researchers at the Environmental Monitoring 
Support Laboratory (Cincinnati): 

This approach to PCB determinations has been widely used, virtually 
unchanged, for the past 10 years, primarily because it was the only 
practical approach. It does, however, have a number of disadvan-
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tages. One disadvantage is that gas chromatographic (GC) patterns 
produced by PCBs in environmental sample extracts frequently are 
different from Aroclor patterns. Some differences are due to 
[variations] among different batches of commercial formulations. 
Other differences are caused by partial degradation, dissolution, and 
irreversible adsorption of some congeners in the environment. If 
more than one Aroclor residue is present, the analytical problem is 
further complicated ... Another disadvantage to determination of 
PCBs as Aroclors is that this approach frequently does not provide 
the information that is most important and most needed. For many 
environmental samples, determination of a particular Aroclor or 
mixture of Aroclors is not as important as determination of total 
PCB contamination and the distribution of congeners among the 
potentially more toxic and persistent isomer groups. 

Significant aspects of the EPA/CLP method from a data quality perspective include the use 
of packed GC columns, initial calibration requirements, and injection internal standards, as 
discussed below: 

1111 Capillary columns greatly enhance the resolution between PCB congeners and 
interferences (including pesticides) and are strongly recommended for PCB/pesticide 
analyses. A comparison between the resolution of capillary column and packed 
column analysis is presented in Figure 6-2 (taken from Bush et al. 1982). 

11 The EPA/CLP procedure does not call for a multipoint initial calibration for PCB; 
only pesticides require initial and ongoing calibrations to test for instrument linear 
range. Although it may be appropriate to use pesticides to test instrument 
performance for PCB, only PCB should be used in calibration procedures (focusing 
on dominant peaks found in environmental samples). 

11 The EPA/CLP procedure uses an external standard method for quantification rather 
than an injection internal standard. Use of an internal standard method for 
quantification is recommended, because it accounts for sample-to-sample variations 
in ECD response and reduces quantification errors associated with errors in the 
measurement of injection volumes. 

Alternative methods for PCB instrumental analysis exist but tend to require considerably more 
laboratory expertise, laboratory time, and expense than routine EPA/CLP analyses. Alternative 
techniques of detection [e.g., Hall electrolytic conductivity detector (HECD) or MS (with selected 
ion monitoring (SIM)] can provide comparable or superior PCB identification and quantification 
relative to ECD (e.g., Gebhart et al. 1985; Sonchik et al. 1984). Although ECD is widely available 
and is more sensitive for PCB than HECD or MS, HECD has a linear response to chlorine content 
and is more specific to chlorinated compounds, and MS offers more definitive compound 
identification than ECD. 

6.5 DATA VALIDATION AND ASSESSMENT 

6.5.1 GC/MS Tuning 

Before proceeding with calibration and analysis of samples, the GC/MS must be tuned to 
established specifications to ensure proper mass resolution, identification, and to some degree, 
sensitivity. 
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Objective-The objective for reviewing the GC/MS tuning data is to verify that the instrument 
was properly adjusted for optimum performance.Objeeti" eThe objective for re \'iewing the GC/MS 
tuning data i3 to .-erif'.'!' the in3trument W'a3 properly adj tt3ted for optimum perfor manee. 

Requirements-GC/MS tuning criteria for DFfPP have been specified for the EPA/CLP (U.S. 
EPA 1988) and are shown in Table 6-2. 

Tuning must be performed and verified before each 12-hour shift. Control limits for GC/MS 
tuning are shown in Table 6-2. An example of selected DFTPP tuning deliverables is shown in 
Figure 6-3a,b. 

Evaluation Procedures-Calculations should be checked for each GC/MS tuning. Figure 
6-3a,b shows a calibration summary and computer-generated GC/MS mass list, respectively. The 
base peak intensity (i.e., m/e or m/z 198 for DFTPP) is assigned a value of 100 percent by 
definition. The remaining peak intensities are divided by the base peak intensity to give "% 
relative abundance" (RA in Figure 6-3b). Criteria for several ions are normalized to ions other 

8~~t-~~6;$~!:~t~tti~a~1ftjk~ey(i~t~~$ .( gi t~~:,19fi~~h~::fw~iij, ~ffii>~rJ~. ~;e ~~\~~~<~~ ~:;:~~!~~~§;~~ 
the inten3ity iatio3 for the ion3 that ~ere compa1ed. 

Evaluation considerations for GC/MS tuning are: 

111 Compare the data transcribed onto the GC/MS tuning form (Figure 6-3a) with GC/ 
MS mass listings (Figure 6-3 b ). 

111 Ensure the laboratory has not made transcription errors or calculation errors. For 
example, calculate the ratio of the intensity of m/z 443 relative to m/z 442 (as 
percent). 

111 The following guidance generated by the EPA/CLP is useful for applying judgment 
to results outside specifications (U.S. EPA 1988): 

The most critical factors in the DFTPP criteria are the non-instru
ment specific requirements that are also not unduly affected by the 
location of the spectrum on the chromatographic profile. The m/z 
198/199 and 442/443 ratios are critical. These ratios are based on 
the natural abundances of Carbon-12 and Carbon-13 and should 
always be met. Similarly, the m/z 68, 70, 197, and 441 relative 
abundances indicate the condition of the instrument and the 
suitability of the resolution adjustment and are very important. 
Note that all of the foregoing abundances relate to adjacent ions -
they are relatively insensitive to differences in instrument design 
and position of the spectrum on the chromatographic profile. For 
the ions at m/z 51, 127, and 275, the actual relative abundance is 
not as critical. For instance, if m/z 275 has 40 percent relative 
abundance (criteria: 10-30 percent) and other criteria are met, the 
deficiency is minor. The relative abundance of m/z 365 is an 
indicator of suitable instrument zero adjustment. If m/z 365 relative 
abundance is zero, minimum detection limits may be affected. On 
the other hand, if m/z 365 is present, but less than the l percent 
minimum abundance criteria, the deficiency is not as serious. 
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TABLE 6-2. GC/MS TUNING CRITERIA FOR 
DECAFLUOROTRIPHENYLPHOSPHINE 

m/z Ion Abundance Criteria 

51 30.0-60.0% of m/z 198 

68 <2.0% of m/z 69 

70 <2.0% of m/z 69 

127 40.0-60.0% of m/z 198 

197 <1.0% of m/z 198 

198 base peak, 100% relative abundance 

199 5.0-9.0% of m/z 198 

275 10.0-30.0% of m/z 198 

365 > 1.0% of m/z 198 

441 present, but <m/z 443 

442 >40.0% of m/z I 98 

443 17 .0-23.0% of m/z 442 
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SEMIVOLATILE ORGANIC GC/MS TUNING AND MASS 
CALIBRATION - DECAFLUOROTRIPHENYLPHOSPHINE (OFTPP) 

Client: Lab File ID: F216200327A 
Instrument ID: RNN 2 

Matrix: Mixed 
Level: Low 

DFTPP Injection Date: 03/27 /89 
DFTPP Injection nme: 11 :o.5 

'Ye Rek:rtive 
m/e Ion Abundance Criteria Abundance 

51 30.0-60.0% ot mass 198 36.3 
CB Less than 2.0% ot moss 69 0.4 (1.4) l 
t9 Moss 69 relative abundance 312 
iD Less than 2.0% ot moss 69 0.0 (0.Q) 1 
127 40.0-60.0% ot mass 198 47.9 
197 Less than 1.0% ot moss 198 0.0 
198 Bose peak. l 00% relative aounaance 100 
199 5.0-9.0% ot moss 198 6.9 
275 10.0-30.0% ot mass 198 27.3 
365 Greater than 1.00% ot moss 198 3.12 
441 Present. but less than mass 443 10.9 
442 Greater than 40.0% ot moss 198 90.8 
443 17 .0-23.0% ot mass 442 17.1 (18.8)2 

1-Volue 1s % mass 69 2-Volue 1s % moss 442 

THIS TUNE APPLIES TO THE FOLLOWING SAMPLES, MS, MSD, BLANKS, AND STANDARDS: 

Client ARI Lab Date 
Sample ID Sample ID RlelD Analyzed 

SSTDSO 16E0327A F21650327A 03/27/89 
Meth. BlkCTissue) 2607MB F22ro7MB 03/27/89 

Meth.Blk (Soil) 2744MB F22744MB 03/27/89 
SQ-1 2744L F22744L 03/27/89 

01-A&B 2607SR F22607SR 03/27/89 

FORM V SV 

Figure 6-3a. Example of DFTPP summary report (Figure 6-3a) and 
associated raw data (mass listing) (Figure 6-3b) 
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Mass L1st Data: F~16c~03c7A •1~23 13 as e m / z : 1 'i'B 
RIC: 2!5040 03/27/ 9 11: 05:00 + 25:23 Cali: C0112 # 7-

3ampi; 1625 STD. + ABN CAL ~o NG 
~ond3. 
~1~2! to ~1525 summed - #1530 Xl. 00 

39 0. 00 0. Minima Min Inten: 53. 
444 Max tma it 0 

Mass %RA Int en. Mass %RA In ten. -39. 00 2. 39 647. 175.00 2.63 710. 
::o. ·)0 8. 02 ;2168. 176. 00 •. 56 42:? . 
31. 1jQ 36. 27 '1808. 1 Ti. 00 o.s~ 2::0. 
52. •)0 1. 30 351. 179.00 3.38 913. 
56. 00 0. 40 107. 180.00 2.62 708. 
57. 00 1. 41 381. 181. 00 0.80 217. 
-::iJ. ,:o 1. J2 356. 105 .• :;a 2.00 ::42. 
68. ·JC 0. 44 !20. 196. 00 12.88 3494. 
69. co 31. 18 8432. 187.00 3.74 1012. 
74. 00 3. 61 976. 189.00 0.40 107. 
75. 00 6. 66 1800. 192.00 1. 75 473. 
76. co 3. 15 85:3. 193.00 1. 16 314. n . . ;o 42. 49 11488. 

I U': gg t c~j~ -~r 73 .• -;o 3. 15 1351. base peak m m/z 198 
79. 00 2. 82 763. ;z8]:1 
60. 00 2. 13 576. 204. 00 3.65 :;187. 
81. GO 2. 51 678. 205.00 6.64 1796. 
82. co 0. 39 105. 206.00 23.22 6280. 
93.00 4. 20 1136. 207.00 3. 18 859. 
98.CO 3. 34 903. 21 l. 00 0.88 238. 
99 :o J. 70 1000. 217. cc 7. 13 1928. 

: 01. ,: 0 1. 1 7' ::i6. ~=!. iJQ 3. 42 ~~"'TC.. 

~"""'-· 
lJ.1.•)0 J. 88 2~8. 223. ;;.o 1. 26 342. 
10:'3. 00 0. 83 c~~- 224.00 14. 17 3332. 
107. 00 14. 35 3880. 225.00 3.71 1002. 
108. 00 2. 35 635. 227. 00 4.80 1298. 
110. co 22. 57 6104. 229.00 1. 00 270. 
111. GO 3. 64 983. :244.00 11.80 3192. 
116.00 0. 38 103. 245.00 l. 61 435. 
117. r:.o i.O. 93 29~6. 246.00 1. 41 380. 
118. 00 0. 44 120. 255.00 51.83 14016. 
122. ::o 0. 37 101. 256.00 7.68 2076. 
123. •JO 1. 07 290. 258.00 2.67 723. 
127. ~o 47. 87 12944. 265.00 0.97 262. 
129. 00 4. 09 1106. 273.00 2.03 549. 
!29. ·JO 16. 45 4448. 

1sz!:e~ :%:is '~*~:1 
m/z 275 7368 

130. co 1. 12 302. = 
12~. ·:c 1. ~'.J ::?~. •• \.:U .... _o mlz 198 27040 
137. ~o 0. 39 106. 277. 00 2. 16 584. 
141. C·O 2. 05 55:1. 296. co 6. ~7 1776 
147. 00 0. 99 267. 297. 00 0.38 103. 
! 48. :0 3. 20 966. 323. 00 ~.c~ ~54. 
lj3. ·~O 1. 02 276. :J:J4. co l. ~3 413. 
1 '.::o. ;o 2. 25 608. 365.<JO 3. 12 843. 
160. 00 0. 43 115. 372.00 0.53 143. 
161. 00 0. 94 253. 423.00 6.01 1624. 
167. 00 5. 18 1400. 

1i!~:88 t~:r~ 2!~~i:i m/z 443 4624 168.00 4. 82 1302. 
169. -:.o 0. 38 102. = 

174. co 0. 86 232. 4 . 00 0.43 11 . m/z 442 24544 

x 1 00 = 27.25"' 

x 100 = 18.8~ 

Figure 6-3b. Example of DFTPP summary report (Figure 6-3a) and associated raw data (mass listing) (Figure 6-3b) 



Action-Unless otherwise specified, these criteria must be met; samples should not be run 
when the GC/MS is out of tuning specifications. If they are not met, the associated sample data 
should be qualified as estimated (E) (if the standards are near the set criteria) or rejected. Note 
that laboratories commonly report the samples associated with each tuning (see lower portion of 
Figure 6-3a). 

6.5.2 Initial Calibration 

Initial calibration is performed to determine the response of the instrument across a range of 
concentrations of each analyte of interest. The relationship between response and concentration 
is often called linearity. Response factors (RF) of analytes to standards at various concentrations 
are established by calibration. The standards may be surrogate compounds (for isotope dilution) 
or injection internal standards. 

Objective-The objective of the reviewer is to verify that the GC was properly calibrated over 
a wide range of concentrations prior to sample analysis. Quantification of target compounds in 
samples is suspect if initial calibration criteria were not met. 

Requirements-The frequency of initial calibration is dependant upon control limits set and 
failure to meet these criteria. Initial calibration should be performed at the onset of a project, 
whenever there is major disruption in instrumentation, and when the criteria for ongoing calibration 
are not met (see Section 6.5.3). 

RF values must be determined for at least three concentration levels (five concentration levels, 
or a five-point calibration, is preferable). The standard concentrations tested should encompass the 
range of expected sample concentrations. One standard concentration for each target chemical must 
be within 150 percent of the stated detection limit (PSEP 1986) (see Section 6.5.5). 

The RF of most target compounds should not differ by more than 20 percent CV (also known 
as RSD) over the range of concentrations tested. Hence, the response of the instrument is assumed 
to increase in direct proportion to concentration of the analyte when <20 percent deviation in 
response is observed over the concentration range bracketed by the calibration curve. EPA/CLP 
recommends a less stringent control limit (±30 percent CV) (U.S. EPA 1988). 

Evaluation Procedures-Calculations of RF and CV values should be checked against the raw 
data provided by the laboratory. A typical initial calibration summary sheet for GC/MS is shown 
in Figure 6-4a. The pertinent information in this summary includes RF (RF! 0 through RF! 50 in 
Figure 6-4a) for each target compound at each standard concentration (five standard concentrations 
are used in this example, from JO to 150 ng/µL), average RF values for each chemical ("RF Avg" 
in Figure 6-4a), and the RSD for RF values for each target compound. All summary sheets will 
not have this exact format, but should contain the above information. The following items should 
be confirmed during evaluation of initial calibration: 

111 Verify that all RF values are at least 0.05. 

1111 Check several RF calculations (calculation checks should account for several 
chemicals and standard concentrations). The general formula for calculation of RF 
is: 

c RF= __ x_ 

A;, 

C;, 
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QC Reoort No: 
Contractor: 
Project: 

Laborarory ID 
-------

Comoound cccc· SPcc ... , 
-------------

A-end . 
1.3-Dichlorocenzene 
I A-OIChlOrOcenzene . 
BenZVl Alcono1 
12-Dichlorocenzene 
2-MethVlchenol 
4-MethVlohenol 
Hexacn1oroethane 
2A-Dimefh'{1onenol 
BenzacAad t 
12.4-Trichlorocenzene 
Nacnthalene 
Hexacn10roouradlene 
2-MethV1naonthatene 
Dimethyl Phthalate 
AcenaohthVlene 
Acenacnthene . 
Dibenzoturan 
DiethV1chthalate 
Fiuorene 
N-NitrosoOJOhenvtamuie . 
Hexacntorocenzene 
Pentacntoroonenot . 
Phenanthrene 
Anthracene 
Dl-N-ButV1ohtha1ate 
FUcronlnene . 
Pyrene 
ButV1benzyjphthatate 
Benzo( a)Anthracene 
biS(2-Ethvlhexvl>Phthalate 
Chrvsene 
Di-o-OctYf Phthalate . 
Benzo(b)Fiuoranthene 
Benzo<k>Fiuoranthene 
BenzO(a)Pvrene . 
1noeno( 1.2.3-cd)Pyrene 
Dibenzca.n>Anthracene 
Benzo< q .h .DPerv1ene 

lntlic:ll Caflbfatton Data 
Semivolattle HSL Compounds 
Method 1625 (Modified List) 

Instrument ID: ANN II 
Caibrotlon Date: 06/01 /88 

162510 16252'.l 16'258J 1625100 16251SJ 
------ -- ·- ---- ---

RF10 RF20 RF50 RFlOO RF150 RF Avg 
----·- ---- .... ------ -----

3.489 3.615 3.524 3.291 3.Q32 3.3SD 
l.41U 1.418 1.363 1.294 1.323 1.367 
1.349 1.355 1.323 l.211 1.229 1.293 
0.122 0.136 0.155 0.194 0.226 0.167 
1.378 1.446 1.381 1.313 1.266 1.357 
1.164 1.118 1.()1() 1.054 I.ail 1.!l35 
1.241 1.224 1.110 1.106 I. IQ) 1. lE.6 
2.443 2.038 1.863 l.770 1.672 1.957 
1.787 1.610 1.394 1.350 1.351 1.498 

0.CH) 0.144 0.152 0.156 0.126 
l.137 1.139 1.067 0.971 0.918 J/'lllA 

0.981 l.Cl31 0.972 0.823 0.745 0.910 
l.'>'OV ].lj(1) I.I I:.! 1.626 1.589 I.IOI 

O.&lJ 0.823 0.841 0.812 OKO 0.815 
l.114 O.Qfil 0.728 0.853 0.813 0.891 
2.523 2.679 2.410 2.261 2.036 2.382 
1.006 1.076 0.972 0.9-:U l.D45 1.(03 
1.329 1.365 1.323 1.136 IDiO 1.249 
1.008 1.224 1.018 1.000 1.a:D l.ChO 
1.052 1.168 1.001 0.989 0.948 l.031 
1.180 1.000 0.9(() 0.954 0.794 0.979 
1.301 1.393 1.516 1.228 1.177 1.323 
1.077 1.177 1.136 1.136 1.133 1.132 
0.961 l.a.20 0.949 0.977 O.stll 0.962 
0.987 0.969 0.~8 0.stl2 0.835 0.918 
1.110 1.112 1.062 0.947 0.884 1.023 
0.971 1.027 0.954 O.stl7 0.870 0.946 
0.995 l.044 0.936 O.SU5 0.865 0.949 
1.031 1.111 1.032 0.993 0.974 1.028 
12J2 1.245 1.174 l.126 l!B) 1.165 
I.CNS 1.125 1.042 0.996 0.981 1.048 
1.138 1.179 1.123 l.Dro 1.159 1.136 
1.242 1.286 1.183 1.139 0.996 1.169 
1.276 1.227 1.141 1.2'.ll 0.996 1.169 
l.149 1.223 0.928 0.948 l.131 1.076 
1.132 1.079 1.056 1.100 11l34 l.ChO 
l.175 1.222 I. lfil 1.177 1.573 1.2$ 
1.454 1.366 . 1:25) l.232 1.276 1.317 
1.740 1.453 1.352 1.314 1..ll'.3 1.433 

FORM V1 

--
%RSD 
---

6.9 
4.5 
5.3 

25.7 
5.1 
4.9 
6.1 
15.5 
12.9 
413 
9.5 
13.3 
Y:.t. 

2.1 
16.5 
10.4 
5.4 
lQ.1 
7A 
8.2 
14.1 
lQ.2 
3.1 
4.5 
6.6 
10.0 
6A 
7.5 
5.1 
5.5 
5.9 
3.3 
9.6 
9.2 
12. I 
2.6 
14.1 
7D 
127 

Figure 6-4a. Example summary sheet (Figure 6-4a), calculations (Figure 6-4b), and ' 
raw data (Figures 6-4c-e) for initial calibration using GC/MS 
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where: 

Ax Area of target peak in calibration standard 

A;5 Area of injection internal standard peak 

Cx Concentration of target compound in calibration standard 
(e.g., in ng/µL) 

C;s Concentration of injection internal standard (e.g., in 
ng/µL). 

This formula applies to GC/MS as well as GC/ECD and other detectors when 
internal standard quantification is used. The RF calculated in reference to an 
internal standard is often called a relative response factor (RRF) rather than a 
response factor. For GC/MS, the areas (Ax and Ais) are based on specific 
quantification ions for each compound. For GC/ECD or GC/FID, only the total 
peak areas are available [equivalent to reconstructed ion chromatogram (RIC) peak 
areas on GC/MS]. 

111 An example calculation of an RF value for naphthalene (I 0 ng/ µL standard) on 
GC/MS is shown in Calculation I of Figure 6-4b. This example is based on isotope 
dilution, in which the internal standards for target compounds are the corresponding 
surrogate compounds. Analogous procedures are used to calculate RF for alternative 
methods (e.g., GC/MS without isotope dilution, GC/ECD). All values used in 
Calculation 1 are based on computer-generated GC/MS quantitation reports 
(excerpted in Figure 6-4c). Formats of quantitation reports may differ among 
laboratories but are relatively consistent for a given GC/MS manufacturer (Finnigan, 
in this example). 

Figure 6-4c,d gives a numerical index for detected peaks based on retention 
order: d8-naphthalene and naphthalene are peaks 48 and 49, respectively (Figttre 
6-4e}. P::l'.@Information included in Figure 6-4d (moving from left to right) are the 
peak number, quantitation ion, scan number and retention time, peaks used as an 
internal standard rnR¢f:'Df ("REF"), relative retention time (RR T), and peak area. 
Additional information in Figure 6-4e includes the nominal standard concentration 
of the compounds ["Amt(L)"] and the RF calculated from the current run ("R. Fae"). 
In Figure 6-4d note the internal standard for the labeled compounds is peak number 
I (2-fluorobiphenyl; e.g., see "Ref" for peak number 48). Thus, the RF for 
d8-naphthalene is calculated in reference to peak number I as an internal standard. 
RFs of surrogate compounds are necessary for calculating surrogate recoveries. 

111 For certain analytical methods (e.g., the EPA/CLP method for pesticides/PCB by 
GC/ECD), an external standard method of quantification is used rather than an 
internal standard method. (tl ~~fri#i ()f R.f.@For RFs, the difference between internal 
and external standard methods is that the external standard method does not involve 
an internal standard in any calculations. For external standard methods, a RF (or 
calibration factor) for a given target compound in a calibration standard is simply: 

where: 

RF= 

Ax Area of target peak in calibration standard 

Cx Amount of the target compound in calibration standard 
(e.g., in ng injected). 
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Calculation 1 

Calculation 2 

Calculation 3 

RF (naphthalene) 

RFIO (naphthalene) 

Area (naph.) 

Cone. (naph.) 

Area (d 8-naph.) 

Cone. (d 8-naph.) 

Area (peak no. 49) 

'Amnt (L)' for peak no. 49 

Area (peak no. 48) 

'Amnt (L)' for peak no. 48 

50,451 

10 (ng/µL) 

205,728 

40 (ng/µL) 

0.98 I ('R. Fae' for peak no. 49; Figure 6-4e) 

For naphthalene: 

RF Avg 
RFIO + RF20 + RFSO + RFIOO + RF150 

5 

0.981 + 1.031 + 0.972 + 0.823 + 0.745 

5 

0.910 

For naphthalene: 

where: 

std. dev. = 

% RSD 

n 

std. dev. 

RF Avg. 
x 100 

0
·
121 

x 100 = 13.3% 
0.910 

L (RF, - RFA\'G) 2 

i=I 

n-1 

Figure 6-4b. Example summary sheet (Figure 6-4a), calculations (Figure 6-4b), and 
raw data (Figures 6-4c-e) for initial calibration using GC/MS 
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Quantitat~on Report File: F2162:510 

Data: F2162510.TI 
06/01/88 13: 07:00 
Samele: 1625 INIT CALI, DEUT 80/40, H 10 
Conds. : FINN-2 
Formula: IS/ 10 InstT'ument: FINN2 Weight: 1450. 000 
Submitted by: Analyst: Acc:t. No.: 

AMOUNT=AREA * REF AMNT/CREF AREA * RESP FACT> 
1'esp. fac:. from average of whole . RL 

No Name 
1 2-FLUOROBIPHENYL 
2 05-PHENOL CG.M.=71) 
3 PHENOL <G.M.=94) 
4 04-2-CHLOROPHENOL CG.M=132> 
5 2-CHLOROPHENOL <G.M.=128> 
6 04-2-NITROPHENOL <G..M.=143) 
7 2-NITROPHENOL <G.M.=139) 
8 03-2,4-DIMETHYLPHENOL <G.M. =125) 
9 2,4-DIMETHYLPHENOL CG.M=122) 

10 2,3,5,6-D4-PCRESOL 
11 2-METHYLPHENOL 
12 2,3,5,6-04-PCRESOL 
13 4-METHYLPHENOL 
14 03-2,4-DICHLOROPHENOL CG.M. =167) 
15 2,4-DICHLOROPHENOL <G.M=162) 
16 02-4-CHLOR0-3-METHYLPHENOL <G. M. =109) 
17 4-CHLOR0-3-METHYLPHENOL CG.M. =107> 
18 02-2,4, 6-TRICHLOROPHENOL CG.M=200) 
19 2,4,6-TRICHLOROPHENOL <G.M=196) 
20 02-2,4, 5-TRICHLOROPHENOL <G.M=200) 
21 2,4,5-TRICHLOROPHENOL <G. M. =196) 
22 03-2,4-DINITROPHENGL <G.M.=187) 
23 214-DINITROPHENOL CG.M=184> 
24 04-4-NITROPHENOL <G.M=143> 
25 4-NITROPHENOL <G.M=139> 
26 02-2-METHYL-4,6-DINITROPHENOL <G.M.=200) 
27 4,6-DINITR0-2-METHYLPHENOL <G.M.=198) 
28 *C6-PENTACHLOROPHEJ\IOL CG.M.=272> 
29 PENTACHLOROPHENOL CG.M.=266) 
30 08-BIS<2-CHLOROETHYL>ETHER <G. M=101) 
31 BIS<2-CHLOROETHYL>ETHER CG.M.=93> 
32 04-1,3-DICHLOROBENZENE <G.M.=152) 
33 1,3-DICHLOROBENZENE <G.M=146> 
34 04-1141 DICHLOROBENZENE CG.M.=152) 
35 1,4-DICHLOROBENZENE <G.M.=146) 
36 04-112-DICHLOROBENZENE CG.M.=152> 
37 1,2-DICHLCROBENZENE CG.M.=146) 
38 012-EISC2-CHLOROISOPROPYL>ETHER <G.M.=131> 
39 BISC2-CHLOROISOPROPYL>ETHER CG. M.=121) 
40 *C13-HEXACHLOROETHANE CG.M.=204> 
41 HEXACHLOROETHANE <G.M. =201) 
42 05-NITROBENZENE CG.M.=128) 
43 NITROBENZENE CG.M.=123) 
44 06-ISOPHORONE CG.M==88> 
45 ISOPHORONE <G.M. =82) 

l~ i3~1~~!~~~~~~~ij-~Gi~Q~183l Ii~ D~-NAPHTHALENE <G~M~=136) I 
_o g_~''' - 8no~~fENE cG.M. -183) 

Figure 6-4c. Example summary sheet (Figure 6-4a), calculations (Figure 6-4b), and 
raw data (Figures 6-4c-e) for initial calibration using GC/MS 
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No 
l 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 

Iii 

m/z Scan Time Ref RRT Meth Area<Hghtl Amount 
172 930 15: 30 l 1. 000 A BB 177053. 50.000 NG 

71 459 7:39 l 0.494 A BB 44979. 79.028 NG/UL 
94 460 7:40 2 1. 002 A BB 19614. 10.290 NG/UL 

13;;:: 449 7:29 1 0. 483 A BB 141313. 81. 4~8 NG/IJL 
128 451 7:31 4 1. 004 A BB 20145. 10.639 NG/UL 
143 649 10:49 l 0.698 A BB 75426. 79.005 NG/UL 
139 651 10: :51 6 1.003 A BB 9359. 9. 294 NG/UL 
125 687 11:27 l 0.739 A BV 79891. 78.976 NG/UL 
122 687 11:27 8 1. 000 A BB 17848. 11. 928 NG/UL 
112 594 9:-54 1 0.639 A BB 121687. 80.987 NG/UL 
108 565 9:25 10 0.951 A BB 17710. 10.730 NG/UL 
112 594 9:54 1 0.639 A BB 121687. 80. 987 NG/UL 
108 594 9:54 10 1.000 A BB 18879. 10.735 NG/UL 
167 701 11:41 1 0.754 A BB 62601. 79.262 NG/UL 
162 703 11:43 14 1.003 A BB 12734. 10. 119 NG/UL 
109 856 14: 16 1 0.920 A BB 90841. 79.906 NG/UL 
107 856 14: 16 16 1. 000 A BB 18618. 12.024 NG/UL 
200 915 15: 15 l 0. 984 A BV 67646. 62.258 NG/UL 
196 915 1:5: 15 18 1. 000 A BV 10243. 12.307 NG/UL 
200 922 15:22 1 0.991 A VB 72016. 71. 951 NG/UL 
196 923 15:23 20 1. 001 A VB 11159. 12. 580 NG/UL 
187 1068 17:48 l 1. 148 A BB 29290. 74. 597 NG/UL 
184 1070 17:50 22 1.002 A BB 4058. 9.246 NG/UL 
143 1110 18:30 1 1. 194 A BB 50062. 82.653 NG/UL 
139 1111 18:31 24 1. 001 A BB 7438. 11.609 NG/UL 
200 1175 19:35 1 1. 263 A BB 45381. 76. 551 NG/UL 
198 1175 19:35 26 1. 000 A BB 5647. 11. 110 NG/UL 
272 12~9 21:39 l 1. 397 A BB 35188. 73.952 NG/UL 
266 1300 21: 40 28 1.001 A BB 4736. 9. 514 NG/UL 
101 445 7:25 1 0.478 A BB 16563. 38.472 NG/UL 
93 452 7:32 30 1. 016 A BV 14409. 10.886 NG/UL 

152 467 7:47 1 0.502 A BV 50541. 40.950 NG/UL 
146 469 7:49 32 1.004 A BB 18190. 10. 528 NG/UL 
152 478 7:58 l o. 514 A VB 57268. 41. 547 NG/UL 
146 480 8:00 34 1. 004 A BB 19318. 10.432 NG/UL 
l :12 :110 8:30 l o. :548 A BB 50844. 41. 290 NG/UL 
146 513 8:33 36 1. 006 A BB 17519. 10. 158 NG/UL 
131 543 9:03 1 0. 584 A BB 21913. 39.836 NG/UL 
121 5 54 9: 14 38 l. OA:ZO A BB 4955. 10.077 NG/UL 
204 5o7 9:27 l 0.610 A BB 1 :52:54. 40.4:54 NG/UL 
201 567 9:27 40 . l. 000 A BB 9317 . 12.483 NG/UL 
128 587 9:47 l 0.631 A BB 39898. 39. 528 NG/UL 
123 :190 9:50 42 l. 005 A BB 9040. 9. 591 NG/UL 
88 636 10:36 1 0.684 A BB 123491. 48. 572 NG/UL 
82 643 10:43 44 1. 011 A BB 33447. 11. 234 NG/UL 

183 707 11:47 1 0.760 A 1313 :19083. 38. 180 NG/UL 

l~i m 1~·;~ ~ UI n; ~i~H!: ll:~i ~~~[ 

Figure 6-4d. Example summary sheet (Figure 6-4a), calculations (Figure 6-4b), and 
raw data (Figures 6-4c-e) for initial calibration using GC/MS 
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I.Tot 
1. 36 
2. 15 
0.28 
2.21 
0.29 
2. 15 
0.25 
2. 15 
0.32 
2.20 
0.29 
2.20 
0.29 
2. 15 
0.28 
2. 17 
0.33 
1. 69 
0.33 
1. 96 
0.34 
2.03 
0.25 
2.25 
0.32 
2.08 
0.30 
2.01 
0.26 
1. 05 
0.30 
1. 11 
0.29 
1. 13 
0.28 
1. 12 
0.28 
1. 08 
0.27 
1. 10 
0.34 
l. 07 
0.26 
l. 32 
0.31 
1. 04 

~:;i1 



No 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 

1;~ 

Ret<L> Ratio RRTCL> Ratio Amnt Amnt<L> R.Fac R.Fac<Ll Ratio 
1 :5: 31 1. 00 1.000 1. 00 50. 00 50.00 1.000 1.000 1. 00 
7:43 0.99 0.497 0.99 79.03 80.00 0. 159 0. 161 0.99 
7:45 0.99 1. 004 l. 00 10.29 10.00 3.489 3.390 1. 03 
7:32 0.99 0.485 0.99 81. 4C 80.00 0.499 0.490 1. 02 
7:35 o. 99 1. 007 l. 00 10.64 10.00 1. 140 1. on 1. 06 

10:52 l. 00 0.700 1. 00 79.01 80.00 0.266 0.270 0.99 
10:54 l. 00 l. 003 l. 00 9.29 10.00 0.993 1.068 0.93 
11: 31 0.99 0.742 1. 00 78.98 80.00 0.282 0.286 0.99 
1 l: 31 0. 99 1. 000 l. 00 11.93 10.00 1. 787 1. 498 1. 19 
9:58 0.99 0.642 0.99 80.99 80.00 0.430 0.424 1. 01 
9:27 1. 00 0.948 1. 00 10.73 10.00 1. 164 1. 08:5 1. 07 
9:58 0. 99 0.642 0.99 80.99 80.00 0.430 0.424 1. 01 
9:58 0. 99 1. 000 1. 00 10.73 10.00 1. 241 1. 156 1. 07 

11: 45 0. 99 0. 757 1. 00 79.26 80.00 0. 221 0.223 0.99 
11: 4C 1. 00 1. 001 1. 00 10. 12 10.00 1.627 1.608 1. 01 
14: 18 1. 00 0.922 1. 00 79.91 80.00 0.321 0.321 1. 00 
14: 18 1. 00 1. 000 1. 00 1:2. 02 10.00 1.640 1. 364 1. 20 
15: 17 1. 00 0.985 1. 00 62.26 80.00 0.239 0.307 0.78 
15: 18 l. 00 l. 001 1. 00 12.31 10.00 1. 211 0.984 1. 23 
15:24 1. 00 0.992 1. 00 71. 95 80.00 0.254 0.283 0.90 
15: 25 1. 00 1. 001 1. 00 12. 58 10.00 1. 240 0.985 1.26 
17:51 l. 00 1. 150 1. 00 74.60 80.00 0. 103 0. 111 0.93 
17:53 1. 00 1.002 l. 00 9.2~ 10.00 1. 108 1. 199 0.92 
18:32 l. 00 l. 194 1. 00 82.65 80.00 0. 177 0. 171 1. 03 
18:33 l. 00 1. 001 1. 00 11. 61 10.00 1. 189 1.024 1. 16 
19:38 1. 00 1. 265 1. 00 76. 55 80.00 0. 160 0. 167 0.96 
19:39 1. 00 1. 001 1. 00 11. 11 10.00 0.995 0.896 1. 11 
21:42 1. 00 1. 398 1. 00 73.95 80.00 0. 124 0. 134 0.92 
21:42 l. 00 1. 000 1. 00 9.51 10.00 l. 077 1. 132 0.95 

7: 28. 0. 99 0.481 0.99 38.47 40.00 0. 117 0. 12:2 0.96 
7:36 0.99 1. 018 l. 00 10.89 10.00 3.480 3. 197 1. 09 
7:50 0. 99 0. 505 0.99 40.95 40.00 0.357 0.349 1. 02 
7:53 0. 99 1. 006 l. 00 10. 53 10.00 1. 440 1. 367 1. 05 
8:01 0. 99 0.517 0.99 41. 55 40. 00 0.404 0.389 1. 04 
8:04 0.99 1. 006 1. 00 10. 43 10.00 1. 349 1. 293 1. 04 
8:33 0.99 0.551 1. 00 41. 29 40.00 0.359 0.348 1. 03 
8:36 0. 99 1. 006 1. 00 10. 16 10.00 1.378 1. 3!57 1. 02 
9:06 0.99 0.586 l. 00 39.84 40.00 0. 155 0. 155 1. 00 
9: 17 0. 99 1. 020 1. 00 10.08 10.00 0.904 0.898 1. 01 
9:30 0.99 0.612 1. 00 40.45 40. 00 0. 108 0. 106 1. 01 
9:30 0. 99 1.000 1. 00 12. 48 10.00 :;z. 443 1. 9!57 1.25 
9:50 0. 99 0.634 l. 00 39. 53 40.00 0.282 0.285 0.99 
9:54 0. 99 1. 007 1. 00 9. 59 10.00 0.906 0.945 0.96 

10:40 0.99 0.687 0. 99 48. 57 40. 00 0.872 0.718 1. 21 
10:48 0. 99 1. 012 l. 00 11.23 10.00 1. 083 0.964 1. 12 
11: 49 1. 00 0.762 1. 00 38. 18 40.00 0.417 0.437 0.95 

w~~ !: I tm u~ t~:~ ~J~ a:;;~ aJ1~ u;1 

Figure 6-4e. Example summary sheet (Figure 6-4a), calculations (Figure 6-4b}, and 
raw data (Figures 6-4c-e) for initial calibration using GC/MS 
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1111 Average RF calculations should be checked for several chemicals. An example 
calculation of RF Avg for naphthalene is shown in Calculation 2 of Figure 6-4b. 

111 RSD calculations should be checked for several chemicals. An example calculation 
of percent RSD for naphthalene is shown in Calculation 3 of Figure 6-4b. Note the 
SD calculation includes (n-1 ), not n, in the denominator. 

111 Verify that all target compounds have RSD of :.::; 20 percent (~ 30 percent is allowable 
for calibration check compounds specified by EPA/CLP and is reasonable for 
compounds that are very polar or not amenable to GC analysis with typical stationary 
phases).Yerify all target compotrnds ha·ve RSD of 20 percent (30 percent is allowable 
for calibration check compottnds specified b~ EPA/CLP and is reasonable for 
compottnds that arc very polar or not amenable to GC analysis with typical stationary 
phases). 

Action-If linearity is not established, the laboratory should adjust the instrument and 
recalibrate before analyzing samples, or the range for reporting data should be reduced to within 
the observed linear range. If the laboratory failed to take these measures (and was not contrac
tually required to do so), the QA reviewer must determine whether data for compounds out of 
calibration should be qualified or rejected. Qualification (with E) is appropriate for minor 
exceedances of control limits (e.g., 23 percent rather than 20 percent RSD), whereas rejection is 
more appropriate for large exceedances (e.g., 70 percent rather than 20 percent RSD). Data 
reported out of the calibration range should also be qualified as estimated (E), unless the laboratory 
can furnish evidence of linearity to the reported level. 

6.5.3 Ongoing Calibration 

While analyzing sample sets, continuing calibration checks are required to determine that the 
initial calibration for the instrument is still valid. Ongoing calibration for all GC detectors is 
verified assuming that the original calibration line or curve is still valid. 

Objective-Ongoing calibration should be checked by the reviewer to ensure that the 
instrument used for analysis was still in calibration when samples were analyzed. 

Requirements-Ongoing calibrations are analyzed often as a constant check that the instrument 
is performing satisfactorily. The standard used to check ongoing calibration should be one of the 
intermediate standards used for initial calibration. 

Frequency: For GC/MS and GC/FID analyses, the ongoing calibration check should be 
checked at the beginning of each work shift, every I 0-12 samples (or every 12 hours, 
whichever is more frequent), and after the last sample of each work shift. For GC/ECD, 
calibration should be checked at the beginning of each work shift, every 6 samples (or 
every 6 hours, whichever is less frequent), and after the last sample of each work shift. 

Control Limits: For GC/MS, RF values for all target compounds should be within 25 
percent (measured as percent difference) of average RF values from the initial calibration. 
RF values determined for PCB and pesticides with GC/ECD should agree within 15 
percent of the initial calibration. 
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Evaluation Procedure-A typical ongoing calibration summary sheet for GC/MS analysis is 
shown in Figure 6-5. The pertinent information in this summary includes the RF Avg from the 
initial calibration, the RF (RF50) for each target compound at an intermediate concentration 
(50 ng/ µLitj: tbj~ ¢)(aril:t'l¢) analyzed during the initial calibration, and the percent difference 
between the RF Avg and the RF50. Although all summary sheets may not be in this format, the 
above information should be included for all ongoing calibration summaries. The following items 
should be confirmed when evaluating ongoing calibration: 

111 Verify that all RF values are ~0.05. 

111 Verify that the average RF values reported for the ongoing calibration are the same 
as the values determined from the relevant initial calibration. Check for transcrip
tion errors or use of the wrong initial calibration (i.e., only the most recent initial 
calibration should be used). 

111 RF values from the ongoing calibration should be calculated for several target 
compounds. An example RF calculation is shown in Calculation 1 ofj::Jgtjf¢" 92:4& 
Figure 6 5. 

111 Percent difference values should be recalculated for several target compounds. 
Percent difference is calculated as: 

%0 = x 100 

where: 

%0 Percent difference 

RF 1 Average response factor from initial calibration 

RF2 Response factor from ongoing calibration. 

For example, the percent difference value for naphthalene in Figure 6-5 would be 
calculated as follows: 

0.910 - 0.948 
x 100 = -4.2 

0.910 

111 Verify that ongoing calibration has been performed at the appropriate frequency. 

111 Verify that the percent difference for each target compound is ~25 percent for 
GC/MS or ~15 percent for GC/ECD. 

Action-Failure to attain the control limit for ongoing calibration should have resulted in an 
additional initial calibration and reanalysis of the samples analyzed between the last valid 
calibration and the invalid calibration. If such laboratory actions were not taken, data for the 
samples run between the last valid calibration and the invalid calibration should be qualified as 

ft:~7Ms) s€~~~,~~~~~)~i~~ ~~~~A~ ~¥~f~~2~~~~~!8i~~§.m~~~~e~rim~~~~fi6~,~g~~~~!n¥r!:t~~~ 
::i:pplies onl:y to chenticals l'lith g1eate1 than 25 (GC/MS) 01 greater than 15 (GC/ECD) pe1cent 
difference from the initial calibration. The laboratory should have provided a chronological list 
of samples and calibrations in order of instrumental analysis (e.g., Figure 6-3a for GC/MS 
analysis), which can be used to determine the samples associated with each calibration. 
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QC Report No: 
Laboratory: 
Project No: 
Instrument: FINN II 

COntinuinQ ~ Qledc 
S@mtvok:dlle HSL Compounc:::is 

(Page I) 

Collbrctton Date: 03/27 /89 
Time: 1105 hrs 
L.oborctorylD: 
lntt1a1 Calibration Date: 06/01 /88 

Minimum RF< avg) for SPCC ls 0.050 Maximum 'tD for CCC ls 25% 
Comoound RF Avg RFSO %0 ca: SPCC 
Phenol 3m 2.4J5 29.1 . 
1.3-Dlchlorooenzene 1.367 1..229 10.1 
1 A-Dlchlorooenzene 1.293 1.2);) 6.5 . 
Benzvt Alcohol 0.167 0.2fil -55.7 
1.2-Dlchlorooenzene 1.357 12.63 6.9 
2-Methylphenol 1.005 1.118 -3.0 
4-Methylphenol 1.156 1.157 -0.1 
Hexachtoroethane 1.957 Ln4 9A 
2A-Dlmethytphenol 1.498 O.t:fl9 53.3 
Benzolc Acid 0.126 o.cro 28.6 
12.A-Trlchlorobenzene 1.046 1.013 3.2 

I Naohthalene 0.910 0.948 -4.2 
Hexacnaorooutaa1ene 1.101 l.610 4.3 . 
2-Methvtnaohthalene 0.815 0.956 -17.3 
Dimethyl Phttlatate 0.891 0.965 -8.3 
Acenaphthvtene 2382 1.c;Q;) 19.9 
Acenaphthene 1ID3 0.869 13.8 . 
Dlbenzoturon 1249 1.267 -1.4 
Diethytphthalate 1.COO 1.078 1.1 
Fluorene 1.()31 1.Cl23 a.a 
N-Nttrosodiphenvtam1ne 0.979 0.953 27 . 
Hexachlorobenzene 1.323 1.264 4.5 
Pentachlorophenol 1.132 1.10'2 27 . 
Phenanthrene 0.962 0.761 219 
Anthracene 0.918 0.764 16.8 
01-N-Butytphthatate 1.023 0.832 18.7 
Fluoronthene 0.946 0.738 220 . 
Pyrene 0.949 0.785 17.3 
Butvtt>enzvtphthalate 1.()'28 o.sc;o 13.4 
Benzo<a>Anthracene 1.16.5 0.897 23.0 
bis(2-Ethylhexyl)Phthalate 100 0.913 129 
Chrvsene 1.136 o.~ 216 
01-n-Octyt Phthalate 1.169 a.~ 17.1 . 
Benzo(b)Fiuoranthene 1.169 0.751 35.8 
Benzo(k)Fiuoranthene 1.076 1.472 -36.8 
Benzo(a)Pyrene 1.COO 0.938 13.9 . 
lnoeno( 1.2.3-cd)Pvrene 1.259 1.681 -33.5 
Olbenz( a .h)Anthracene 1.317 JA)8 -6.9 
Benzo<o .h .l)Pervtene 1.433 1.213 15.4 

Figure 6-5 . Example summary form for continuing calibration on GC/MS 

96 



6.5.4 Compound Confirmation 

Objective-The primary objective of compound confirmation is to confirm that compounds 
reported as detected in samples are present (i.e., to investigate the possibility of false positives) and 
to verify, to the extent possible, that target compounds reported as undetected are not present (i.e., 
to investigate the possibility of false negatives). Compound confirmation during QA review focuses 
on false positives rather than false negatives, because detected compounds are associated with data 
supporting positive identifications (e.g., mass spectra), whereas undetected compounds are largely 
associated with an absence of data. To some extent, false negatives are addressed during QA 
review of factors relating to analytical sensitivity (e.g, detection limits, analytical recovery). 

Requirements-The degree of compound confirmation for GC/MS differs from that for less 
specific detectors (e.g., GC/ECD, GC/FID). Although all GC methods provide retention time data 
(chromatograms and associated quantitation reports) as a tool for compound identification, GC/MS 
also provides a more reliable and powerful means of identification (i.e., mass spectra). Thus, in 
this section, GC/MS will be treated separately from other instrumental methods. 

Because the evaluation of GC/MS data requires professional expertise, the specifications for 
retention time and mass spectra below should be considered as guidelines rather than firm criteria. 
These guidelines are based on requirements of the EPA/CLP, which is designed to preclude false 
positives rather than to ensure there are no false negatives. 

Mass spectra of the target compound in a sample and a recent laboratory-generated standard 
should agree according to the following criteria: 

111 The RRT of the target compound should be within ±0.06 RRT units of the 
calibration standard 

111 All ions present in the standard mass spectrum at a relative intensity greater than 
I 0 percent must be present in the sample spectrum 

111 The relative intensities of ions specified above must agree within ±20 percent 
between the standard and sample spectra (e.g.~ for an ion with an abundance of 50 
percent in the standard spectrum, the corresponding sample ion abundance must be 
between 30 and 70 percent) 

111 Ions greater than I 0 percent in the sample spectrum and not present in the standard 
spectrum should be considered as possible interferences due to co-eluting 
compounds, or as possible evidence the overall spectrum is not that of the target 
compound. 

For analyses not conducted by GC/MS (primarily pesticide/PCB analyses by GC/ECD), the 
following guidelines apply: 

ill Retention times of target compounds must be within appropriate retention time 
windows (e.g., based on multiple analyses of the calibration standard, three SD 
around the mean retention time) for two GC columns of dissimilar polarity. 

ill When concentrations are sufficient, GC/MS should be used to confirm the presence 
of the reported compounds. 

Evaluation Procedures-For GC/MS, compounds reported as detected in each sample should 
be confirmed by examining RRT and, more importantly, mass spectra: 

111 Confirm the retention time of the compound is within a reasonable retention time 
window as compared to the calibration standard (±0.06 RRT units). GC/MS data 
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systems are programmed to search in a specified window for the target compound; 
thus, if the window was reasonably specified by the laboratory, little effort need be 
expended during QA review. For reference, computer-generated GC/MS 
quantitation reports will typically list RRT along with absolute retention times<(¢~g:d 
see ):'igijf~ 99RU. Software used for the isotope dilution technique typically locates 
the surrogates first and then searches for the associated target compounds. If the 
surrogate is not found (i.e., if surrogate recovery is 0 percent), the computer may 
not search for the target compound, which could result in false negative results for 
that compound. 

1111 When GC/MS is used, the mass spectrum is far more important than retention time 
in confirming compound identification. The laboratory can report the mass spectral 
information in two general formats: ( l) as a histogram, in which relative intensity 
is plotted vs. mass/charge (m/z) ratio (Figure 6-6a,b), and (2) in tabular form, where 
relative intensities are listed with corresponding ions (i.e., m/z ratios) (diseussed as 
"mass listings" in Figure 6-3b ). The output in Figure 6-6a (or a similar format with 
the sample and library spectra on the same page), available with most GC/MS data 
systems, is very useful for comparing sample spectra to library spectra. In Figure 
6-6a, good agreement exists between the spectrum in the sample and the library 
spectrum of benz(a)anthracene. Relatively low levels of spectral interference (e.g., 
<10 percent relative intensity on the y-axis) are apparent in the sample spectrum for 
m/z below 200. Also, note the presence of ions in the region around m/z 240 that 
derive from d12-benz(a)anthracene, a surrogate compound that partially co-eluted 
with the target compound itj m¢$ij:tiipl¢. Figure 6-6b displays a spectrum of 
fluoranthene in raw form and after being enhanced oy computer software. Use of 
enhanced or background-subtracted spectral data is common and is generally 
acceptable. Note that enhancement has significantly reduced interferences in 
Figure 6-6b. The tabular data format facilitates quantitative comparisons of relative 
ion intensities, but is not always necessary (i.e., the visual comparisons in 
Figure 6-6a are often sufficient) or included in data packages. 

Compound identification by GC/ECD is based largely on retention time. Because some 
compounds could potentially co-elute on a given column, dual-column analyses are required by the 
EPA/CLP (and other programs) to reduce the possibility of false positives. The reason for using 
dual-column analyses (i.e., two columns with stationary phases of dissimilar polarity) is that it is 
unlikely two different compounds would co-elute on two different columns even if they co-elute 
on one column. The use of capillary columns (highly recommended, as discussed previously in 
reference to PCB) enhances resolution and also decreases the possibility for co-elution. 
Interferences are a far more prevalent problem in GC/ECD analyses than in GC/MS analyses, 
because mass spectral interferences occur only when compounds co-elute and have common ions, 
whereas GC/ECD interferences only require co-elution. Interferences can result in overestimation 
of target compounds, false positives, and even false negatives (e.g., if a large elemental sulfur peak 
masked target compounds present at relatively low concentration). The following steps should be 
taken during compound confirmation with relatively nonselective detectors: 

111 Confirm that any reported compounds eluted within appropriate retention time 
windows on both the analytical column and the confirmation column. Chromato
grams should be examined carefully for presence of apparent interferences (e.g., 
elevated baseline, clusters of peaks in area of target compound), and judgment must 
be used to evaluate whether the target compound was present. In complex extracts, 
such as those containing relatively high concentrations of PCB, it is unlikely that 
certain pesticides such as DDT will be resolvable from certain PCB congeners. 
Comparing PCB and pesticide calibration standards will highlight potential co-elution 
problems for target compounds. 
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Figure 6-6a. Example mass spectrum for benz(a)anthracene identified in a sample sediment extract (upper) and 
authentic spectrum stored in computerized GC/MS library (lower) 
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111 When complex mixtures (e.g., PCB as Aroclors) are reported, quantitative 
examination of retention times is of limited use. Chromatograms of the appropriate 
standards (i.e., the Aroclor mixtures reported by the laboratory) should be overlaid 
on the sample chromatogram using a light table. In this manner, similarities and 
differences between the sample and standard will be more apparent. The laboratory 
should have marked the chromatographic peaks used for identification and 
quantification, and these peaks should be carefully reviewed. Laboratories do not 
always specify the peaks they have used for PCB quantification, so this should be 
specified in their contract. A comparison of GC/ECD chromatograms of a sediment 
extract and common Aroclor standards is presented in Figure 6- 7. Analyses were 
performed with a wide- bore capillary column. The sample assemblage appears most 
similar to Aroclor 1254 and was quantified in relation to that standard. Aroclors 
IO 16 (or 1242) and 1260 are often combined in standards because their overall 
elution ranges tend not to overlap. 

Action-If GC/ECD sample interferences appear overwhelming, the laboratory should be 
requested to perform further cleanup (e.g., if a large, poorly resolved sulfur peak is present in a 
GC/ECD chromatogram), or, if concentrations permit, to reanalyze by GC/MS. Such contingencies 
should be specified in the laboratory's contract. The EPA/CLP requires the GC/MS confirmation 
of pesticides and PCB when concentrations permit. 

Professional judgment is a critical aspect of compound confirmation. If chromatographic 
and/or mass spectral evidence suggest false positive results, the compound should be reported as 
undetected (U) at an appropriate detection limit. The appropriate detection limit should account 
for high levels of interferences, if present. If the reviewer is convinced the compound is present 
but the supporting evidence is only marginally acceptable, the compound should be reported as an 
estimate (E). 

6.5.5 Detection Limits 

Det¢¢tmh Uili.Uf?t¢ ~¢tm~rt:t\.!t9HM9Y~W§§K¢.qg~p¢¢t~:mi:rnt~9Aijnty)Detection limits are 
a c1 itical aspect of data eittality often o vedooked. Environmental analytical chemists have not 
universally agreed upon a convention for determining and reporting the detection limit associated 
with a particular chemical analysis. Detection limits are variously based on instrument sensitivity, 
levels of blank contamination, matrix interferences, aud/YM~PW$J¢y¢l$ 9fo$rnlist~cy\F$~8U.ifl¢l:lij¢~; 
and 5htti5tical significance. CEI defined the following detection ilmltsHtoHstandardize the repordng 
procedures of environmental laboratories (Keith et al. 1983 ): 

1111 Instrumental detection limit (IDL)-the smallest signal above background noise an 
instrument can detect reliably. This measure by itself does not account for matrix 
factors that may constrain the ability to detect the presence of a chemical in a 
particular sample. 

111 Limit of detection (LOD)-the lowest concentration that can be determined to be 
statistically different from the blank. The recommended value for LOD is 3a, where 
a is the SD of the blank in replicate analyses. This concentration is assumed to 
exceed the measurement uncertainty with 99 percent confidence. 

1111 Method detection limit (MDL)-the minimum concentration of a substance that can 
be identified, measured, and reported with 99 percent confidence that the analyte 
concentration is greater than zero. The MDL is determined from seven replicate 
analyses of a sample of a given matrix containing the analyte (Glaser et al. 1981; 
Code of Federal Regulations 1987). This procedure is not used routinely by most 
laboratories to establish detection limits, although in concept the MDL reflects a 
method's ability to quantify the presence of a target chemical in a sample matrix, 
regardless of its origin (Taylor 1988). 
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1111 Limit of quantification (LOQ)-the level above which quantification results may be 
obtained with a specified degree of confidence. The recommended (but arbitrary) 
value for LOQ is IOa, where a is the SD of blanks in replicate analyses. Assuming 
normally distributed data, 1 Oa provides well above 99.99 percent confidence that the 
result exceeds the LOD. At this concentration, the relative confidence in the 
measured value is approximately ±30 percent at the 95 percent probability level 
(Taylor 1988). 

The CEI recommended that results below 3a be reported as "not detected" (ND) and that the 
detection limit (or LOD) be given in parenthesis. In addition, if the results are near the detection 
limit (3-1 Oa, the "region of less-certain quantitation"), the results should be reported as detections 
with the LOD given in parentheses. 

Objective-The objective of reviewing detection limits is to confirm that the detection limit 
is consistent with the requirements of the contract and to validate that detection limits have been 
correctly calculated. 

Requirements-Detection limit requirements are project-specific and should be specified in 
the laboratory's contract. On GC/MS, IDL of approximately 1-2 ng on-column should be 
attainable for compounds such as PAH, whereas polar compounds such as pentachlorophenol and 
benzoic acid may have IDL that are 5-10 times higher, or more. Notably, the lowest concentration 
A/B/N standards specified by the EPA/CLP are 20 ng on-column, which do not reflect a high 
degree of sensitivity. On GC/ECD, IDL for individual pesticides often fall within the range of 
0.005 to 0.05 ng on-column, and Aroclor mixtures are typically discernable at levels of O. IO ng on
column. 

The reported detection limit should be within the control limits set by the SOW at the 
beginning of the project. Samples with high interferences should have correspondingly higher 
detection limit. This should be evaluated, but no action should be taken, as interference levels are 
not within the control of the laboratory. As specified by PSEP (1986), detection limits for 
semivolatile organic compounds should fall between 1 and 50 µg/kg dry weight for sample sizes 
of 50-100 grams wet weight of sediment. 

Evaluation Procedures-Detection limits typically reported by laboratories do not conform 
strictly with methods defined by Keith et al. (1983). Often, reported sample detection limits are 
based on IDL and account for sample weight, injection volume, and total extract volume. For 
example, the following formula is often used to calculate sample detection limits: 

IDL (on-column) x (injection volume/extract volumef1 

Sample detection limit = -----------------------
sample weight 

IDL are sometimes determined by the EPA/CLP method. The preferable method is by 
injection of calibration standards at lower and lower concentrations until a concentration 
corresponding to an appropriate signal/noise ratio (e.g., approximately 3) is determined. 

In general, any factor affecting the calculation of detected concentrations in a sample should 
also affect the calculation of detection limits. For example, if the sample required dilution, 
detection limits should increase by the dilution factor. If the extract was split for any reason (e.g., 
80 percent for GC/MS, 20 percent for GC/ECD), the detection limit should be adjusted accordingly 
(e.g., if only 80 percent of the extract is used, the detection limit should be multiplied by 100/80 
or 1.25). During QA review, the reviewer should determine whether detection limits accounted for 
such adjustments. 
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Detection limit validation should address the following considerations: 

1111 Calculations for some samples should be checked to determine the method for 
calculation, whether this method was reasonable, and whether it was applied 
consistently. 

1111 The lowest initial calibration standard should be in the range of the IDL; if not, the 
IDL itself is questionable. Mass spectra (for GC/MS) or chromatograms for the 
lowest concentration standard are helpful to confirm a reasonable signal/noise ratio 
is met for that standard. 

111 CRM results should be consistent with detection limits. For example, if a compound 
known to be present at 100 ppb in a sediment CRMSRM-was reported as undetected 
at 25 ppb, the detection limits may be poor estimates. However, if the compound 
was reported as undetected at 200 ppb, no inconsistency is apparent. 

1111 Matrix spike recoveries should be consistent with detection limits. For example, 
if a matrix spike was added at 1,000 ppb and was not detected, the detection limit 
for that compound in that particular sample would be ~ 1,000 ppb. If stated 
detection limits for the same compound in most samples were 50 ppb, it would be 
reasonable to suspect those detection limits as underestimates (unless the matrix spike 
had been diluted to 0.05 its original concentration). 

11 Evidence of poor recovery (e.g., low surrogate or matrix spike recovery for a 
specific compound or class of compounds) should be factored into detection limits, 
if possible. For example, if 20 percent surrogate recovery was observed in a given 
sample in which the related target compound was undetected, the detection limit 
for the target compound should be established at 5 times the level that would be set 
if surrogate recovery were 100 percent. 

Action-If the standards used during calibration do not bracket the detection limits, the 
detection limits should be recalculated. Often, detection limits are not calculated on a sample-by
sample basis. For example, a detection limit of 10 ppb for an analyte may have been appropriately 
determined for an "average" sample, but when a very contaminated sample (with higher levels of 
interferences) is analyzed, the same detection limit may be reported. Detection limits should be 
adjusted in such cases. 

6.5.6 Analysis of Blanks 

Method blanks are analyzed to assess possible laboratory contamination of samples associated 
with all stages of preparation and analysis of sample extracts. Contamination is of concern because 
it can result in false positives (i.e., erroneous reports of the compound as present in the sample) 
or overestimates of sample concentrations. Phthalates are common laboratory contaminants, and 
have less rigorous control limits. 

Objective-The objective of the reviewer is to assess the contaminant levels in method blanks. 
If significant contamination exists, and the QA reviewer deems it necessary, corrections may be 
applied to the data during QA review to minimize the effects of laboratory contamination on the 
analyte concentrations. For such corrections, the blank analyses are assumed to be representative 
of the potential contamination in sample extracts. However, blank correction is not acceptable 
under the EPA/CLP (U.S. EPA 1988). 

Sample contamination can result from sample collection techniques and equipment, sample 
storage, sample handling, solvents and other reagents, glassware, and analytical equipment. Three 
common types of blanks are field blanks, method blanks, and reagent blanks. 
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Field blanks are the most complete blank analysis. A sample container is taken along during 
the sampling trip where it is opened at a station, then closed and treated like all collected samples. 
If the container is not opened in the field, it is sometimes called a transport blank. Analysis is 
performed in the same manner as for samples, except that solvent rinsings of the sample container 
are added to the blank and no matrix is added to the blank. Field blanks do not assess all possible 
sources of contamination in the field. 

Frequenq. Method blanks omit the field, transportation, and storage steps of the field blank. 
A method blank is prepared concurrently with samples and is treated like a sample, although the 
blank contains no sediment. This blank is carried through the entire analytical scheme concurrently 
with the samples. The method blank assesses laboratory contamination and is typically the only 
blank required as a deliverable. 

Conh61 Limits. Reagent blanks only involve extracting and concentrating the reagents used 
during each step of the analytical scheme. Reagent blanks should be performed with new lots of 
solvents and reagents. Reporting these results is not required but should be available from the 
laboratory. 

The remainder of this section pertains only to method blanks. 

Requirements-Ideally, blanks should contain no detectable analytes. For each compound, 
blanks can be expressed in terms of absolute levels (total µg/blank sample) or relative levels 
(expressed as a percent of the sample concentrations). 

QA control limits for blanks are t:Yf'ieally based on the magnitude of blanks relath·e to 
detection limits and samf'le eoneentrations. Blanks are rele-. ant to detection limits, because the'.Y 
increase the le V"el of background noise and interfere with the laboratory's ability to discern target 
chemicals in samf'les. 

Ff~qy~ij~y;·]Method blanks should be run with every extraction batch (i.e., every set of 
samples extracted concurrently) or every 12 hours, whichever is more frequent. It is 
important to know which blanks correspond with which batch of samples. 

Co.ri('ffiU:Umm~W For most compounds, blanks should not contain more than 2.5 µg total 
(absofote corifrol limit) or 5 percent of the amount of analyte present in samples (relative 
control limit). Phthalates are common laboratory contaminants that warrant special 
consideration. Blank concentrations of phthalates should not exceed 5 µg total (absolute 
control limit) or 50 percent of the level of phthalates in samples (relative control limit). 

Evaluation Procedures-The reviewer should check chromatograms of all method blanks. A 
special concern with blank analyses is false negatives. As with all analyses, detected compounds 
should be confirmed and calculations verified. A typical blank data package should contain a 
summary sheet with concentrations of detected target compounds (or detection limits, if undetected) 
and percent recoveries of surrogates, the tota+-reconstructed ion chromatogram and all mass spectra 
of detected analytes for GC/MS (only chromatograms will be provided for analyses performed by 
GC/ECD and GC/FID), and the instrumental quantitation reports. 

The following items should be verified during blank evaluation: 

111 Examine the chromatogram of the blank (i.e., o ··erlay a blank and a standard 
ehromatogran1), quantitation reports, and mass spectra (if applicable). When isotope 
dilution is used, comparison to calibration standards is useful for determining 
whether surrogate solutions contain unlabeled analytes. 

1111 Examine surrogate recoveries. If they are below control limits (see Section 6.5.7), 
the blank may underestimate contamination. 
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111 Evaluate the absolute and relative concentrations of any detected contaminants. The 
laboratory should directly report absolute concentrations (µg/blank). Relative blank 
concentrations must be calculated, which can be a time-consuming process. As an 
example of such calculations, if a blank associated with Sample A had a reported 
concentration of 4 µg of di-n-octyl phthalate (per blank) and the sample (90 grams 
dry weight) had a reported concentration of 75 µg/kg (dry weight), the following 
calculation would be performed to determine the relative blank contamination (DW 
= dry weight): 

{blank concentration (µg/blank)/[sample concentration (µg/kg DW) x sample wt. (kg DW)]} x 100 

or, in this specific case: 

[4 µg I (75 µg/kg x 0.09 kg)] x 100 = 59% 

In this case, the blank contamination was below the absolute control limit (5 µg for 
phthalates), but exceeded the relative control limit (50 percent for phthalates) (see 
Table 6-1 ). 

1111 Verify that a blank was analyzed with each extraction batch or every 12 hours, 
whichever is more frequent. The laboratory should provide a list of the blanks that 
correspond to each sample set. 

Action-No action is required when there are no detectable contaminants in the blank. If 
contaminant concentrations exceed both the absolute and relative control limits, the data for the 
particular analyte(s) should be rejected. If there are detectable contaminants that are within at least 
one of the control limits, the data should be blank-corrected and qualified with a B or Z, as 
described below. 

When any concentration is detectable in blanks, blank correction is recommended. Blank 
correction entails subtracting the total µg of the compound in the blank from the sample and then 
expressing the difference as a concentration (i.e., dividing by the sample weight). Using the 
preceding example, blank correction for di-n-octyl phthalate would be calculated as follows (DW 
= dry weight): 

{[75 µg/kg (DW) x 0.09 kg] - 4 µg/blank}/0.09 kg = 31 µg/kg (DW) di-n-octyl phthalate 

Blank-corrected data should be qualified with a B (if the corrected concentration is above the 
detection limit) or with a Z (if the corrected concentration is below the detection limit). When 
the isotope dilution technique is used, be certain that recovery-corrected data for the sample and 
blank are used in the calculation. 

The laboratory's contract should include appropriate actions to be taken if absolute control 
limits are exceeded. If contaminants exceed the &iilliO:Fabove limits, sources of contamination 
should be tracked down, eliminated, and discussed In the cover letter of the data report. If 
problem contaminants (i.e., phthalates) cannot be traced or eliminated, the blanks should be 
replicated and confidence levels for contaminants should be determined. 

6.5. 7 Surrogate Spike Compounds 

Surrogate spike compounds, or recovery internal standards, are compounds with chemical 
characteristics similar to those of target compounds that are used to assess analytical recovery on 
a sample-specific basis. 
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Objective-Known amounts of surrogate compounds are added to each sample prior to 
extraction to evaluate recovery for every sample. Surrogate recovery is the only QA check 
performed for every sample. Surrogate recoveries can be used to correct analyte concentrations if 
it is known that the actual analyte (or class of analytes represented by the surrogate) and the 
surrogate compounds behave similarly during sample preparation and analysis. 

Requirements-The concentration of individual surrogates should be within the expected range 
of analyte concentrations as bracketed by the calibration standards. The isotope dilution method 
is recommended (see Section 6.4.7), but a minimum of five spike compounds should be added for 
neutral/acid compound analysis (three neutrals and two acids). A volatile and a degradable PAH 
[e.g., d 12-perylene or d 12-benzo(a)pyrene] should be included. The surrogate spikes should cover 
as much of the entire elution range as possible. Isotopically labeled analogs of target compounds 
are strongly recommended and many are commercially available. 

At least one pesticide/PCB surrogate spike is required to assess recovery of chlorinated 
compounds analyzed by GC/ECD. The surrogates must be resolvable from target compounds and 
should behave similarly to the target compounds. Possible surrogate compounds include 
dibutylchlorendate (used by the EPA/CLP), dibromoctafluorobiphenyl [used routinely by NOAA/ 
National Marine Fisheries Service (NMFS)], decachlorobiphenyl (used as a second surrogate spike 
only), and isodrin (endo-endo isomer of aldrin). However, no single surrogate or small group of 
surrogates can be representative of all PCB congeners (209 total) and chlorinated hydrocarbon 
pesticides. If isotope dilution is used for A/B/N analytes, a separate extraction for chlorinated 
compounds should be performed. 

Frequency: Surrogates are required for each sample analysis as the only means of 
checking the accuracy of individual samples. 

Control Limits: Applicable control limits for GC/MS depend on whether or not the 
isotope dilution technique was used. When using isotope dilution, recoveries should be 
greater than I 0 percent of the amount added. When isotope dilution is not used and for 
pesticide/PCB analysis, surrogate recoveries should be greater than 50 percent. 

Evaluation Procedures-The following items should be verified when assessing surrogate 
recoveries: 

111 Verify that the minimum required number of surrogates was used (not applicable 
when isotope dilution was used). Determine which analytes were represented by 
each surrogate. If the isotope dilution technique was not used, surrogates should 
represent compounds based on similar chemical behavior and retention times. 

111 Determine whether recovery correction was applied during quantification of target 
compounds. Recovery correction should only be performed if isotope dilution has 
been used or if the surrogates have been shown to behave in a manner similar to the 
target analytes (e.g., MacLeod et al. 1984). When few surrogates are used for many 
types of compounds, recovery correction cannot be justified. More detail on 
quantification is presented in Section 6.6. 

111 Check chromatograms to ensure proper identification of surrogates. Particularly for 
GC/ECD, if interferences are apparent (e.g., the baseline is elevated or the surrogate 
peak is not well resolved), recovery may be overestimated. 

111 Surrogate recovery calculations should be checked for several samples using the 
following equation: 

amount detected (ng) 
Surrogate recovery (%) = x I 00 

amount added to sample (ng) 
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When using the internal standard method, the amount of surrogate detected can be 
calculated as: 

x 
RF--~. 

Ill) 

where: 

Asurr = Area of the surrogate compound 

AL5 Area of the internal standard 

Amntis Amount of internal standard i@:tj:~g t§ fKMV:e.#ifraj# (as Bg injected) 

RF Response factor. 

¥ror Total extract volttme (p;L) 

¥m
1 

IfijectioB volttme of extract (pL). 

When using external standard quantification, the amount of surrogate detected can 
be calculated as: 

RF 
x 

where terms are defined as above; ~tjg; 

¥@ #. ii:it#J .. ¢"~lfit¢¥Y<:%1A'.fu¢.X#fil) 
Yinf # trl3¢.¢fi9h Ni:iltiffi.¢ Pf ~~~t~9tmim 

It is important that the amount of surrogate added and the amount detected be 
adjusted to account for any dilutions (or splits) of the sample or sample extract that 
occurred after surrogate addition. 

111 Verify that surrogates were added to each sam pie. 

111 Verify that all surrogates were above the 50-percent control limit (for GC/ECD and 
GC/MS when isotope dilution was not used) or the IO-percent control limit (when 
isotope dilution was used). 

Action-QA review of surrogate recoveries may be complicated by factors ansmg from the 
sample itself. Matrix problems such as interferences and high target compound concentrations may 
be outside the control of the laboratory. Therefore, professional judgment and consideration of 
other QA samples (e.g., matrix spikes and CR.M-5*M) should complement the assessment of 
surrogate recoveries that exceed control limits. 

When using isotope dilution, compounds with associated surrogate recoveries of less than I 0 
percent should be qualified with an X, because of the uncertainty introduced when using large 
correction factors. If surrogate recoveries are less than I percent (using isotope dilution), analytes 
should be recovery-corrected assuming a I percent recovery, and qualified as underestimates. 
When the isotope dilution technique is not used, qualification of the compounds with an E should 
be considered when surrogate recoveries below 50 percent are observed. If (?RM BRM-and matrix 
spike data also indicate low recovery, a G qualifier (greater than) may be more appropriate. 
Professional judgment is necessary to determine which surrogates should apply to which target 
compounds, as surrogates will not be available for all compounds. Consideration should be given 
to relative elution time and chemical similarity when determining how to associate surrogates with 
target compounds. 
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If performance criteria for surrogate recovery have been specified in the laboratory's contract 
and the isotope dilution technique is not used, reanalysis of samples with low recoveries is 
appropriate. Reanalysis results with acceptable recovery should be substituted for the original 
results. 

6.5.8 Standa1 d Reference Materials 

coijr~~1ilillllli~~~ ~~~~~~f~1:1~li~~i~ll,f ~l~l.Il~~li~l~l~lrls~lfi~; l,.~~~f.Al~rit1i. 
~~e~~l~~i~til~~~'1111ii\ill~1~111~1~11ll.~1.i1[1!1~1Tl~flL11tl~il•I 
1rtfi¢& fi?Y¢ P¢¢n ~¢tt~fi¢4 tn#tmmtli¢ m&mnmm»it¢int@J1§timl@;t® :YMJ9gttAQ, !#§nl:i'g t>t§stijm! 
SRM are samples of the matrices of inter est with kno"" n concentrations of contaminants. If the 
samples have been anal:Y7:ed throttgh an agenq validation testing program (e.g., National Dttreatt 
of Standards), the-y are certified. If they are not certified, the samples should have been analyzed 
by multiple laboratories by several analytical methods. CRM}SRM-provide information on the 
accuracy (i.e., how near the measurement is to its true valuefas opposed to precision (i.e., how near 
replicate measurements are to each other). When analyzed in replicate, GS:MJSRM-provide 
information on both accuracy and precision. 

CR:M}SRM are not readily available for marine sediments, especially for fresh-frozen 
sediments. However, Northwest NOAA/NMFS has prepared a fresh-frozen marine sediment 
sample (from Sequim Bay) spiked with PCB, PAH, and selected pesticides for use in Puget Sound 
studies by EPA, NOAA, and other agencies and laboratories. This l'¢f¢tim¢¢ ffi~l¢fi~NSRM-is 
available from the EPA Office of Puget Sound Region 10. · ········ · · ····························· 

Objective-The objective of the reviewer is to verify the results reported for the GRMSRM 
to check the overall accuracy of the method. If replicate CRiMSRM-were analyzed, the reviewer 
should refer to Section 6.5. l 0 below to verify the precision evaluation of GRMSRM-replicates. 

Requirements-Replicate QRMfSRM-are often analyzed before a project begins to validate the 
analytical method proposed and the overall laboratory performance. The GRM SR-M-must be 
treated exactly as a normal sample throughout the entire analytical procedure. 

QgtVt SRM-should be analyzed once per each batch of 5-50 samples. It is recommended that 
one GBM &RM-be analyzed for batches of five or fewer samples. 

The reported values should be within the 95 percent confidence interval certified by the 
agency dispensing the Ql{i'Nt'-SR:M. If more than two analytes fall outside of the 95 percent 
confidence interval, correcti~e action should be taken. If the reference material is not certified, 
control limits may not be appropriate, but the Ql{M'HSRM can still be used to assess overall 
accuracy (in conjunction with matrix spikes and sl.lrrog-ate compounds). 

Evaluation Procedure-The reviewer should check the chromatograms and associated 
quantitation reports and mass spectra (if applicable) reported for.GRM-&RM. As with all samples 
analyzed, compound confirmation and quantification should be assessed along with the method 
blank, calibration, and surrogate data associated with the GR-MSRM-analysis. The results should 
be compared to the mean concentrations (along with their sbf provided by the agency dispensing 
the G.RM-5RM. The following items should be reviewed during evaluation ofQR:tfl-5RM: 

1111 Determine 'Wli¢.m~t the @SM)SRM-has a similar matrix as the samples of interest. 

11 For detected compounds, confirm compound identification and recalculate concen
trations for several chemicals (details of calculations are presented in Section 6.6). 
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1111 Verify that one GR.f@SRM-was ail*'ly~¢4t'ttft-for every 50 samples. 

1111 Compare the C'RMSR:M-to the reported values (and SD) of the dispensing agency. 
Verify that the reported values are within the 95 percent confidence interval. If 
certified values are not available, calculate the percent recovery for detected 
compounds as follows: 

0, R detected concentration 
100 70 ecovery = . x 

agency-reported concentrat10n 

Action-If concentrations of certain analytes are outside the 95 percent confidence interval, 
the reviewer should use professional judgment along with the results of surrogate recoveries and 
matrix spikes to determine whether all data should be qualified as estimates (E) or underestimates 
(G), or in very extreme cases (such as recovery <5 percent), rejected. Data should not be qualified 
based on poor SRM results alone, although poor results are cause for concern. Evaluation of 
performance based on reference materials that are not certified should carry less weight than the 
performance based on certified SRM. 

The reviewer should note whether biases are apparent. If results are consistently low for all 
chemicals, poor technique may be the problem. If certain classes of analytes have acceptable 
recoveries while other classes have poor recoveries, the analytical protocol may not be suitable for 
some target compounds. 

At least one SRM analysis should be performed at the beginning of a project to demonstrate 
acceptable laboratory performance. Analysis of actual samples can be made contingent on QA 
review and acceptance of SRM results. 

6.5.9 Matrix Spikes 

Matrix spikes are currently the most common form of recovery data provided by laboratories 
and are required by the EPA/CLP. Matrix spikes are samples that are spiked with a known 
amount of analytes of interest (not their isotope-labeled analogs) prior to extraction. Generally, 
a sample assumed to be uncontaminated is chosen for matrix spike analysis, as the spikes should 
be added at 1-5 times the concentration of compounds in the sample before spiking. Matrix spike 
replicates are valuable for assessing accuracy and precision. Use of the isotope dilution technique 
precludes the need for matrix spikes, as surrogates for most target compounds are available in all 
samples when using isotope dilution. 

Objective-The objective of the reviewer is to verify the results reported for the matrix spike 
in the context of the overall accuracy of the analytical method. Calculation checks should be 
performed in the same manner as regular samples (see Section 6.6), except that the sample 
concentration in an unspiked replicate is subtracted from the total concentration in the matrix spike 
sample to determine the amount of spike recovered. If matrix spike duplicates are analyzed, refer 
to Section ~;$;JP 65:9--to assess precision. 

Requirements-The spikes added to the sample should include a wide range of representative 
analytes (i.e., representing the different chemical classes and molecular weights of the target 
compounds). The spiking level should be 1-5 times the concentrations of the analytes in the 
samples. 

Frequency: Matrix spikes should be run once for every batch of 20 or fewer samples. 
The total number of matrix spikes analyzed should be at least 5 percent of the total 
number of samples analyzed. Matrix spike samples are not required if the isotope 
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dilution technique is used. With the exception of the isotope dilution technique (for 
A/B/N compounds), matrix spikes should be performed for each kind of analysis (e.g., 
separate matrix spikes should be performed for pesticides/PCB and A/B/N compounds). 
The EPA/CLP specifies addition of six pesticides to matrix spikes for pesticide/PCB 
analysis. If recovery information regarding PCB is more desirable than for pesticides, 
the laboratory should be instructed to spike PCB (e.g., Aroclor 1254 or 1260) rather than 
pesticides. 

Control Limits: Recovery of spiked compounds should be ~50 percent. 

Evaluation Procedure-The reviewer should evaluate the chromatograms and associated 
quantification reports and spectra (if applicable) for matrix spikes. As with all samples analyzed, 
compound confirmation and quantification should be assessed along with the method blank, 
calibration, and surrogate data associated with the matrix spike samples. The following items 
should be reviewed during evaluation of matrix spike samples: 

111 For detected compounds, confirm compound identification and recalculate 
concentrations for several chemicals (see Section 6.6). 

1111 An example matrix spike summary for six chlorinated hydrocarbon pesticides 
(analyzed by GC/ECD) is shown in Figure 6-8. Although forms will differ among 
laboratories, the relevant information that should be summarized on all forms 
includes sample identification number, compounds spiked, spiking concentrations, 
unspiked sample results (undetected compounds will be treated as zeros), the results 
for the matrix spike ("Cone. MS" in Figure 6-8), and the percent recovery. 
Unspiked sample concentrations should be checked with the original sample. After 
the matrix spike concentrations have been verified, recalculate the percent recovery 
as follows for several compounds: 

where: 

% Recovery= SSR - SR x lOO 
SA 

SSR = Spiked sample results 

SR = Sample results (unspiked); consider detection limits as zero 

SA = Amount of spike added. 

All values used in the recovery calculation should be in the same units (e.g., ppb 
dry weight). 

111 Verify that one matrix spike was analyzed for every 20 samples. 

111 Verify that the spike recoveries were above 50 percent after subtracting the amount 
of analyte present in the unspiked sample. 

Action-Low matrix spike recoveries may result from matrix interferences in the sample. 
Therefore, poor results alone should not be cause for data qualification. In the event of poor 
matrix spike performance, results of SRM analyses and surrogate recoveries should be considered 
before any associated sample data are qualified as an estimate (E) or underestimate (G), or in very 
extreme cases, rejected. Professional judgment must be used to determine which samples are 
associated with each matrix spike. 
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SOIL NATRIX SPIKE/MATRIX SPIKE DUPLICATE RECOVERY 

CONC. SPIKE SAMPLE CONC. % 
FRACTION COMPOUND ADDED ( ua/Ka) RESULT MS REC 

Undane 10.5 0.0 11.3 108 / 
PEST Heotachlor I 0.5 0.0 10.7 103 
PTI Aldr1n 10.5 0.0 11.6 112 

SAMPLE NO. D1eldrfn 26.0 0.0 32.0 123 
EBP 10 Endr1n 26.0 0.0 29.9 115 

- 4.4'-DDT 26.0 0.0 24.4 94 ./ -N 

*ASTERISKED VALUES ARE OUTSIDE QC LIMITS. 
. Percent Recovery: O out of 6 outside QC L1m1ts 

Comments: 

FORH Ill 

Figure 6-8. Example summary form for pesticide matrix spikes analyzed by GC/ECD 



6.5.10 Replicate Analyses 

Objective-Analytical replicates are multiple analyses of samples, matrix spikes (as in the 
EPA/CLP), or SRM. Analytical replicates provide information on the precision of the analytical 
method, assuming that the replicated samples are truly homogenous. Analytical replicates are 
subsamples of a single homogenized sample. Field replicates are separate samples collected 
concurrently from the same station. Field replicates provide information on overall variability 
(analytical plus field variability). To estimate field variability, field and analytical replicates should 
be analyzed at the same stations. No QA criteria have been established for field replicates, as 
criteria are not appropriate when measuring field sampling variability and environmental 
heterogeneity. 

Requirements-Replicate analyses should be performed on homogenized aliquots of samples 
using the same method, and a minimum of 5 percent of the total number of samples analyzed. A 
minimum of one replicate should always be analyzed (i.e., even for less than 20 samples). With 
more than 20 samples, one blind triplicate analysis and analytical duplicate analyses should be 
required for a minimum of 5 percent overall replication. Triplicates yield a better estimate of 
precision than duplicates. 

Precision of analytical replicates should be within ± 100 percent CV (for more than two 
replicates) or within 100 RPD when duplicates are analyzed. 

Evaluation Procedure-Replicate analyses are evaluated the same way as samples. If matrix 
spike duplicates are not used, replicates are actual samples. Chromatograms should be reviewed 
and compound confirmation and quantification should be assessed along with method blank, 
calibration, and surrogate data associated with the replicate samples. The replicates are then 
compared with each other to see if they are within ±I 00 percent CV or RPD. The following items 
should be reviewed during evaluation of replicate analyses: 

11 Compare replicate chromatograms, noting obvious differences (e.g., relative peak 
heights, levels of interferences). 

11 If triplicates are analyzed, use the following equation to calculate the CV for each 
compound: 

CV= 
SD 

---- x 100 
mean 

where the SD is calculated as described in Figure 6-4b. If duplicates are analyzed, 
use the following equation to calculate the RPD for each compound: 

D - D 
RPD = 1 2 x 100 

(D1 + D2)/2 

where: 

D1 Concentration in Duplicate 1 

D2 Concentration in Duplicate 2. 

Detection limits should not be used in CV or RPD calculations (i.e., a CV or RPD 
should be calculated for a compound only if thij)¢gfupq"ijj\q@it-is detected in all 
replicates). However, if a compound is not detected in all replicates and the 
detection limit and detected value differ considerably (e.g., by a factor of 3 or 
more), the data should be carefully examined (e.g., for miscalculated detection 
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limits, false pos1t1ve results, inconsistent surrogate recovery among replicates, or 
calibration problems). 

11111 Identify all compounds with CV or RPO values greater than 100 percent. 

1111 Verify that replicates were run for a minimum of 5-percent replication. For sets 
of less than 20 samples, one duplicate should be analyzed; for 20 or more samples, 
one triplicate and additional duplicates should be analyzed (if a triplicate was 
submitted blind to the laboratory). 

Action-Quantification (E) of compounds that exceed precision control limits should be based 
on professional judgment and on consideration of other QA elements (such as matrix spike and 
surrogate recoveries). If exceedances are relatively minor (e.g., 103 percent CV) and only apply 
to one or two compounds, qualification may not be necessary. If qualification is considered 
necessary, professional judgment must be used to determine which samples should be associated 
with each set of replicates or if the affected chemicals must be Qtj~lifj~d/quantified for the entire 
data set. 

6.6 CALCULATION CHECKS 

Calculation checks specific to QA elements (e.g., RPO, CV, RF values for calibration) have 
been described previously in this section. However, complete calculations of concentrations of 
target compounds in samples were not presented previously, and are shown below. Note that the 
same calculations would be used to determine concentrations of analytes in SRM or matrix spikes, 
to calculate the concentration of a surrogate compound in a sample, and to calculate concentrations 
of analytes in blanks (except blank concentrations are expressed as µg/blank rather than µg/kg 
sediment). 

6.6.1 Isotope Dilution 

When isotope dilution is used, recovery correction can be applied automatically by assuming 
the recovery of the surrogate compound (which serves as the internal standard) is 100 percent. 
(The actual surrogate recovery can be calculated as described in Section 6.5. 7 .) 

where: 

CA (µg/kg) 
Cone. (recovery-corrected) = -'----

RF 

CA = Concentration of labeled surrogate as spiked into the sample (dry weight). 

AT Area of target compound 

Ais Area of labeled surrogate 

RF Response factor of target compound as shown in Figure 6-4b. 

6.6.2 Internal Standard Quantification 

The internal standard technique, commonly encountered for GC/MS analyses without isotope 
dilution (and occasionally for GC/FID and GC/ECD), is based on the following general calculation: 
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where: 

x 
Amntis 

RF 

AT = Area of target compound 

Ais = Area of internal standard 

y 

Amntis = Amount of internal standard ag{t~qfq rni#f~J(tfi¢J (ng injected) 

RF = Response factor of target compound as discussed in initial calibration 

¥roe Total extract volume 

¥m
1 

Injection volume of extract 

Ws = Sample weight (dry) 

y = Correction factor (see text). 

Note that a dry weight sample weight can be calculated from the sample wet weight (W) and 
percent t9tm ~!'.>UCiS(l'S) percent moistm e (D) as follows: 

TS 
100 D 

Ws (dry weight) = W x JOO 

The correction factor (y) in the above equation is specific to a given method, and corrects for 
dilution or splitting of the extract, or other adjustments. For example, if a sample extract was split 
before GC/MS analysis and only 75 percent was used for GC/MS, then y would be 100/75 or 
1.33. 

6.6.3 External Standard Quantification 

External standard quantification is used for GC/ECD analysis of pesticides and PCB by the 
EPA/CLP. The external standard method uses the following general calculation: 

x x x y 

where aH-terms are as defined above; @g; 

Yi¥ m J)?!ijf ~X.Mij¢t &f:ii@m¢ 
Y1nf .#HU¢¢t~t?riN'&l#fu¢ @r•••¢"Xtf#¢tS 
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7. QUALITY ASSURANCE FOR VOLATILE ORGANICS IN SEDIMENTS 

7.1 INTRODUCTION 

In comparison to analyses of semivolatile organic compounds and metals, analyses of VOC 
typically present infrequent QA problems. The better relative performance for volatile compounds 
can be attributed to the simplicity of VOC analyses. Purge-and-trap analyses are carried out in 
a closed system and present little opportunity for analytical losses. Target compound losses likely 
occur before the addition of surrogate spike compounds. The most commonly encountered problem 
is laboratory contamination, as many of the analytes are also common laboratory solvents (e.g., 
methylene chloride, acetone). 

A summary of frequencies and control limits of various QA samples of interest when 
reviewing VOC data is shown in Table 7-1. 

7.2 UNIQUE SAMPLING REQUIREMENTS FOR VOLATILE ORGANICS 

Solvents in the sampling area, storage unit, or laboratory can contaminate VOC samples; 
therefore, glassware must be cleaned with detergent, rinsed with deionized, distilled water, and 
oven-dried at >105° C for I hour. Before the sampling event, sampling equipment should be 
cleaned in the same manner as the glassware. Between samples, equipment should be rinsed well 
with water to remove all traces of sediment and any organic films. Never rinse sampling gear with 
solvents, as solvents are a source of contamination for VOC samples. Samples should not be stored 
in the same refrigerator with solvents or in a refrigerator that has been used for solvent storage. 

Samples should be transferred to precleaned jars as soon after recovery as possible. Never 
homogenize VOC samples, as the more surface area exposed to the atmosphere, the higher/th¢ 
probability of analyte loss. Jars should be filled completely (with no headspace) to ensure that VOC 
dq #(:lfiqiff:G$~ i#J&:ttre not partitioned in the headspace. Care should be taken to ensure that the 
sample has only come in contact with the scooper and not the sides of the sample device. The 
sample should be refrigerated or stored on ice at 4° C (not frozen) immediately after the sample 
is put into the jar. Samples need to be shipped as soon as possible and analyzed within 14 days of 
collection. 

7.3 DATA COMPLETENESS AND FORMAT 

All deliverables specified in the SOW should be confirmed upon receipt of the data package. 
Although complete review of the data will probably not occur immediately upon data receipt, 
review will be facilitated if all necessary documentation is available. If documentation completeness 
is not checked immediately upon data receipt, laboratory staff will be less likely to recall details 
of the project, and retrieving documents from laboratory files could be time consuming. Often, 
omissions from the data package result from oversights rather than the laboratory's inability to 
produce missing items. 

The data set is considered complete when all items are present (as specified in the SOW) or 
addressed in the cover letter. The following items should be included for proper data validation 
by independent QA/QC review and should always be specified in the original SOW: 

• A cover letter referencing or describing the procedure used (noting any procedure 
modifications) and analytical problems encountered 

111 Reconstructed ion chromatograms for GC/MS analyses for each sample 

118 



Analysis Type 

\!ethod blanks 

Matrix spikes 

Replicates 

Surrogate spikes 

r nitial calibration 

Ongoing calibra
tion 

TABLE 7-1. RECOMMENDED FREQUENCIES AND CONTROL LIMITS 
FOR VOLATILE QA SAMPLES 

Frequency of Analysisa 

One 13er extractic:>n batch or one Q#¢Jper 12-hour shift; 
"9hicheve1 is niore frcqttcnt 

Not required if complete isotope dilution technique used 

< 20 samples: one per set of samples submitted to laboratory 

2'.:20 samples: 5% of total number of samples 

< 20 samples: one per set of samples submitted to laboratory 

2'.:20 samples: one triplicate and additional duplicates for a 
minimum of 5% total replication 

Every sample 

Before any samples analyzed, after each major disruption of 
equipment, and when ongoing calibration fail to meet criteria 

At beginning of each work shift, every 10-12 samples or every 
12 hours (whichever is more frequent), and at the end of each 
shift 

Control Limit 

Mee2,c;f{29hf acetone: 5 µg total or 
50% of the analyte 

Other organic compounds: 2.5 µg total 
or 5% of the analyte 

2'.:50% recovery 

~.;nc:~~~tb~~r~~s~~1°J~~~··•M~~~ 
dl1Pli¢at¢s) 

50% recovery ( 10% if isotope dilution 
technique is used) 

RF >0.250 for bromoform, RF >0.300 
for chloromethane, 1,1,-dichloroethane, 
m;~i~-ct~~f~4m'fr9¢t!i~MW and chloro
benzene and RSD '.2!:\% ($@%Joi' 
Ei:'A/GC.f).~30% For 1,1 diehlornetil 
ane, ehloroform, 1,2 diehloroprora"e, 
tolttene, ethylbe11,_e11e, and 1inyl ehlo1 
ttie 

>25% initial RF calibration for GC(!\1S 

" Frequencies listed are minimums; some programs may require higher levels of effort. 
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111 Mass spectra of detected target compounds for each sample and library spectra of 
all target compounds 

111 Raw data quantification reports for each sample 

1111 A calibration data summary reporting calibration range used (and BFB spectra and 
quantification reports for GC/MS analyses) 

111 Final sample volumes and dilution factors, sample size, wet-to-dry ratios, and IDL 

111 Analyte concentrations with reporting units identified (two significant figures unless 
otherwise justified) 

111 Quantification of all analytes in method blanks (µg/sample) 

111 A list identifying the method blanks associated with each sample 

111 Tentatively identified compounds (if requested) and methods of quantification 
(including spectra) 

111 Recovery assessments and a replicate sample summary (laboratories should report 
all surrogate spike recovery data for each sample; the range of recoveries should be 
included in reports using these data) 

111 Data qualification codes and definitions. 

Data should be reported on standard forms so different data sets are of uniform format. This 
uniformity aids in both internal and external QA/QC review and data validation. Unless otherwise 
specified, the data package should be complete to a void misinterpretations based on missing 
information. 

7.4 OVERVIEW OF ANALYTICAL METHODS 

Two methods have been determined generally acceptable for analysis of VOC. The EPA/ 
CLP method for priority pollutants uses a heated purge-and-trap procedure that is cost-effective 
and can attain 10-20 µg/kg (dry weight) detection limits. A vacuum extraction/purge-and-trap 
method (Hiatt 1981; Hiatt and Jones 1984) is under consideration by the EPA for validation as a 
standard method. The vacuum technique has shown better recoveries of several compounds than 
the CLP method. While these two methods are used by laboratories in the Northwest, the purge
and-trap procedure is ~lj¢most common. 

7.4.l Heated Purge-and-Trap Method 

An inert gas is bubbled through a mixture of sediment sample (5 grams) and reagent-grade 
water contained in a purging chamber. In the purge-and-trap device, the VOC are purged from 
the aqueous phase into a gaseous phase by the inert carrier gas. The VOC are passed into a sorbent 
column and trapped. After purging is completed, the trap is back-flushed and heated rapidly to 
desorb the compounds into a GC/MS. 

GC/MS analysis is performed according to EPA Method 624 (U.S. EPA 1984). The isotope 
dilution technique is not required, because the system is closed and no problems with recovery 
have been observed using Method 624. Method 624 requires spiking samples with three surrogate 
compounds to as~¢#ff¢¢(Jy(}fy)check rcco v'eries (e.g.," J}Sl:ffqffigfltigf:gp¢l'#¢ri¢Q4 BFB, d4- l ,2-
dichloroethane, and d8-toluene are used for EPA/CLP). 
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7.4.2 Vacuum Extraction Technique 

Hiatt (1981 ), and Hiatt and Jones (l 984) used a vacuum extraction technique to analyze VOC. 
Their results were equal to or better than the heated purge-and-trap method. With this technique, 
vacuum-extracted voe are transferred directly from a cryogenically cooled trap to a fused-silica 
capillary column for GC/MS analysis. This capillary column technique allows for optimum 
resolution and rapid conditioning between samples. 

7.5 DATA VALIDATION AND ASSESSMENT 

General guidelines are presented here for evaluating data independent of the analytical 
methods employed. Standard methods are widely accepted and should present few problems for 
routine applications. However, when modifications are made, the reviewer should assess whether 
the analytical scheme is reasonable. 

7.5.l GC/MS Tuning 

Before preceding with calibration and analysis of samples, the GC/MS must be tuned to 
established specifications to ensure proper mass identification, mass resolution, and sensitivity. A 
verification of tuning results should be the first step in QA review of the standards data package. 

Objective-The objective for reviewing the GC/MS tuning data is to verify that the instrument 
was properly adjusted for optimum performance. 

Requirements--GC/MS tuning criteria for BFB have been specified for EPA/CLP (U.S. EPA 
1988) and are shown in Table 7-2. 

Tuning must be performed and verified before each 12-hour shift. Control limits for GC/MS 
tuning are shown in Table 7-2. An example for DFTPP tuning is shown in Figure 6-3a,b. 

Evaluation Procedures-Calculations should be checked for each GC/MS tuning. A sample 
calculation of the tuning results reported by a laboratory is given in Section 6.5. l. 

Evaluation considerations for GC/MS tuning are: 

111 Compare the data transcribed onto the GC/MS tuning form with the GC/MS mass 
listings. 

1111 Ensure that the laboratory has not made transcription errors or calculation errors. 
For example, calculate the ratio intensity of m/z 175 to m/z 174 (as percent). 

1111 The following EPA/CLP guidance is useful for applying judgment to results that are 
outside specifications (U.S. EPA 1988 ): 

The most important factors to consider are the empirical results that 
are relatively insensitive to location on the chromatographic profile 
and the type of instrumentation. Therefore, the critical ion 
abundance criteria for BFB are the m/z 95/96 ratio, the 174/ 175 
ratio, the 176/177 ratio, and the 174/176 ratio. The relative 
abundances of m/z 50 and 75 are of lower importance. 
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TABLE 7-2. GC/MS TUNING CRITERIA FOR 
BROMOFLUOROBENZENE 

m/z 

50 

75 

95 

96 

173 

174 

175 

176 

177 

Ion Abundance Criteria 

15.0-40.0% of the base peak 

30.0-60.0% of the base peak 

Base peak, I 00% relative abundance 

5.0-9.0% of the base peak 

<2% of m/z 174 

>50.0% of the base peak 

5.0-9.0% of m/z 174 

>95.0%, but <101% of m/z 174 

5.0-9.0% of m/z 176 
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Action-Unless otherwise specified, the criteria in Table 7-2 must be met because the criteria 
are not sample-specific. If they are not met, the data should be qualified as estimated (E) or 
rejected. Note that laboratories often report the samples associated with each tuning (see lower 
portion of Figure 6-3a). 

7 .5.2 Initial Calibration 

Initial calibration is performed to determine the response of the instrument across a range of 
concentrations of each analyte of interest. The relationship between response and concentration is 
often called linearity. RF of analytes to standards at various concentrations are established by 
calibration. The standards may be surrogate compounds @M j~gfqp¢ (1ihi1:ibh.} or injection internal 
standards. 

Objective--The objective of the reviewer is to verify that the GC used for analysis was 
properly calibrated over a wide range of concentrations prior to sample analysis. Quantification 
of target compounds in samples is suspect if initial calibration criteria were not met. 

Requirements-The frequency of initial calibration is dependent upon the control limits set 
and failure to meet these criteria. Initial calibration should be performed at the onset of a project, 
whenever there is a major disruption in instrumentation, or when the criteria for ongoing 
calibration are not met (see Section 7 .5.3 ). 

RF values must be determined for at least three concentration levels (five concentration levels, 
or a five-point calibration, is preferable). The standard concentrations tested should encompass the 
range of expected sample concentrations. One standard concentration for each target chemical must 

~~ *~1gbpjj~git~0&~1J¢~2 r gt §fi~§wili¢~f.tij~~f l;.;;~k~4~@i&~fJ~~¢~ ~~1rt~~l'~'~~~~iit8~r'~ 
cl'W?f§p~rj~ij~ ij:jtj~t{¢j¢¢¢p -Ot}QQi 

The RF of most target compounds should not differ by more than 20 percent CV (also known 
as RSD) over the range of concentrations tested for each analyte. Hence, the response of the 
instrument is assumed to increase in direct proportion to concentration of the analyte when <20 
percent deviation in response is observed over the concentration range bracketed by the calibration 
curve. EPA/CLP recommends a less stringent control limit (±30 percent CV) (U.S. EPA 1988). 

Evaluation Procedures-Calculations for RF and CV should be checked against the 
chromatograms and tji:iabJifi¢ilti66li$J$ re~pon~es provided by the laboratory. A typical initial 
calibration summary sheet iS shown In Figure 6-4a,b,c,d. Pertinent information included in any 
summary are RF for each target compound at each standard concentration, average RF values for 
each chemical, and the percent RSD for RF values for each target compound. The following items 
should be confirmed during the evaluation of initial calibration: 

1111 Verify that all RF values are at least 0.05. 

1111 Check several RF calculations (calculation checks should account for several 
chemicals and standard concentrations; see Section 6.5.2). 

1111 Average RF calculations should be checked for several compounds. An example 
calculation of average RF is shown in Calculation 2 of Figure 6-4b. 

1111 Percent RSD calculations should be checked for several compounds. An example 
calculation of percent RSD is shown in Calculation 3 of Figure 6-4b, l'>!tieh includes 
(n I), not n, in the denominator. 

1111 Verify that all target compounds have RSD of ::; 20 percent (::; 30 percent is allowable 
for calibration check compounds specified by EPA/CLP and is reasonable for 
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compounds that are very polar or not amenable to GC analysis with typical stationary 
phases). 

111 Verify linearity of the calibration range by calculating the equation of the curve 
(assuming the ongoing calibration criteria have been met as discussed in Section 
7.5.3). 

Action-If linearity is not established, the laboratory should adjust the instrument and 
recalibrate before analyzing samples, or the range for reporting data should be reduced to within 
the observed linear range. If the laboratory failed to take these measures (and was not contractu
ally required to do so), the QA reviewer must determine whether data for compounds out of 
calibration should be qualified or rejected. Qualification (with E) is appropriate for minor 
exceedances of control limits (e.g., 23 percent rather than 20 percent RSD), whereas rejection is 
more appropriate for large exceedances (e.g., 70 percent rather than 20 percent RSD). Data 
reported out of the calibration range should also be qualified as estimates (E), unless the laboratory 
can furnish evidence of linearity to the reported level. 

7.5.3 Ongoing Calibration 

While analyzing sample sets, continuing calibration checks are required to determine whether 
the calibration for the instrument is still valid. Ongoing calibrations are always used in association 
with th¢ futj§(¢ijft¢tiJ a specific initial calibration curve. 

Objective-Ongoing calibration should be checked by the reviewer to ensure the instrument 
used for analysis was still in calibration while samples were analyzed. 

Requirements-Ongoing calibrations are analyzed often as a constant check that the instrument 
is performing satisfactorily. The standard used to check ongoing calibration should be one of the 
intermediate standards used for the initial calibration curve. 

Frequency: The ongoing calibration check should be performed at the beginning of each 
work shift, every 10-12 samples or every 12 hours (whichever is more frequent), and 
after the last sample of the work shift. 

Control Limits:•KtRF••••V~li.1¢~\fi'# mv····(afg~fl¢tjfup~#Iid.~i·•~hgµJg p~ WHftitj gs•·····p#f¢¢ii~ 
(ffi¢asiitMnrn t:>¢~¢¢h~ 4iff¢f¢ii¢¢X 9L!V¢rf1g¢ Rf.@14¢$ Tt9m rn~ rnm~t£#HP1'i1Ji();i\>-'.fhe 
ongoing calibration erite1 ion is satisfied ~hen one of the calib1 ation standards (usually 
one of intern1ediate concentration) is analyzed, and all RF values are 1'9ithin 25 peicent 
ave1age RF of the initial calibration at that concentration (i.e., percent difference is 25 
pe1 cent). 

Evaluation Procedure-Pertinent information needed for reviewing ongoing calibrations include 
average RF for each target compound (obtained from the relevant initial calibration), RF of each 
target compound (from the ongoing calibration; at an intermediate concentration of the initial 
calibration), and percent difference between the average RF and the RF of the ongoing calibration. 
The following items should be confirmed when evaluating ongoing calibrations: 

1111 Verify that all RF values are ;:>:0.05. 

111 Verify that the average RF values reported for the ongoing calibration are the same 
as the values determined from the relevant initial calibration. Check for 
transcription errors or use of the wrong initial calibration (i.e., only the most recent 
initial calibration should be used). 

124 



11 RF values from the ongoing calibration should be calculated for several target 
compounds. An example of an RF calculation is shown in Calculation 1 of 
Figure 6-4b. 

111 Percent difference values should be recalculated for several compounds. An example 
of a percent difference calculation is shown in Section 6.5.3. 

1111 Verify that the ongoing calibration was performed at the appropriate frequency 

11 Verify that the percent difference for each target compound is ~25 percent. 

Action-Failure to attain the control limit for ongoing calibration should have resulted in an 
additional initial calibration and reanalysis of the samples analyzed between the last valid 
calibration and the invalid calibration. If such laboratory actions were not taken, data for the 
samples run between the last valid calibration and the invalid calibration should be qualified as 
estimates (E); qualification applies only to chemicals with >25 (GC/MS) or > 15 (GC/ECD) percent 
difference from the initial calibration. The laboratory should have provided a chronological list 
of samples and calibrations in order of instrumental analysis (e.g., Figure 6-3a for GC/MS 
analysis), which can be used to determine the samples associated with each calibration. 

7.5.4 Compound Confirmation 

Objective-The primary objective of compound confirmation is to confirm compounds 
reported as detected in samples are present (i.e., to investigate the possibility of false positives) and 
to verify, to the extent possible, target compounds reported as undetected are not present (i.e., to 
investigate the possibility of false negatives). Compound confirmation during QA review focuses 
on false positives rather than false negatives, because detected compounds are associated with data 
supporting positive identifications (e.g., mass spectra), whereas undetected compounds are largely 
associated with an absence of data. To some extent, false negatives are addressed during QA 
review of factors relating to analytical sensitivity (e.g., detection limits, analytical recovery). 

Requirements-Because evaluation of GC/MS data requires professional expertise and 
judgment, the specifications for retention time and mass spectra below should be considered as 
guidelines rather than firm criteria. These guidelines are based on requirements of the EPA/CLP, 
which are designed to preclude false positives rather than to ensure there are no false negati 1 e3. 

Mass spectra of the target compounds in a sample and a recent laboratory-generated standard 
should agree according to the following criteria: 

1111 The RRT of the target compound should be within ±0.06 RRT units of the 
calibration standard 

111 All ions present in the standard mass spectrum at a relative intensity greater than 
10 percent should be present in the sample spectrum 

1111 The relative intensities of ions specified above must agree within ±20 percent 
between the standard and sample spectra (e.g., for an ion with an abundance of 
50 percent in the standard spectrum, the corresponding sample ion abundance must 
be between 30 and 70 percent) 

111 Ions greater than 10 percent in the sample spectrum, but not present in the standard 
spectrum, should be considered as possible interferences due to co-eluting 
compounds, or as possible evidence the overall spectrum is not that of the target 
compound. 
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Evaluation Procedures-Compounds reported as detected in each sample should be confirmed 
by examining RRT and, more importantly, mass spectra. 

1111 Confirm the retention time of the compound is within a reasonable retention time 
window, as compared to the calibration standard (±0.06 RRT units). GC/MS data 
systems are programmed to search in a specified window for the target compound. 
If the window was reasonably specified by the laboratory, little effort need be 
expended during QA review. For reference, computer-generated GC/MS 
quantification reports will typically list RRT along with absolute retention time. 
Note that software used for the isotope dilution technique typically first locates the 
surrogates, and then searches for the associated target compounds. If the surrogate 
is not found (i.e., if surrogate recovery is 0 percent), the computer may not search 
for the target compound. This process could result in false negative results for that 
compound. 

11 When GC/MS is used, the mass spectrum is more important than retention time in 
confirming compound identification (e.g., retention time shifts can occur because 
of an unusual sample extract matrix). The laboratory can report the mass spectral 
information in two general formats: 1) as a histogram, in which relative intensity 
is plotted vs. m/z (mass/charge ratio; see Figure 6-6a,b), and 2) in tabular form, 
where relative intensities are listed with corresponding ions (i.e., m/z ratios;\$¢~ 
f;'.igij'f~ mi-$l))W discussed as "mass listings" in Section 7.5.1 ). The output in Figure 
6-6a (or a similar format with the sample and library spectra on the same page) is 
available with most GC/MS data systems and is useful for comparing sample spectra 
to library spectra. In Figure 6 6a, good agreement existi between the spectrum in 
the sample and the library spectrum of benz(a)anthracene. Relatively low le »els of 
spectral interference (e.g., <I 0 percent intensity or <I 00 on the y axis) are apparent 
in the sample spectrum for m/z below 200. Also note the presence of ions in the 
region around m/z 240 that deri·te from d 12 benz(a)anthracene, a sm rogate 
compound that partially co eluted with the target compound. Figure 6 6b displays 
a spectrum of fluoranthene in ra •• form and after being enhanced b:y computer 
software. Use of enhanced or background subtracted spectral data is common and 
generall:y acceptable. Note that enhancement n~ significantly reduced interferences 
in Figure 6 6b. The tabular data format facilitates quantitative comparisons of 
relati'< e ion intensities, but is neither always necessar:y (i.e., the visual comparisons 
in Figure 6 6b are often sufficient) nor al ways included in data packages. 

Action-Professional judgment is a critical aspect of compound confirmation. If chromato
graphic or mass spectral evidence suggest false positive results, the compound should be reported 
as undetected (U) at an appropriate detection limit. The appropriate detection limit should account 
for the presence of high levels of interferences. If the reviewer is convinced the compound is 
present, but the supporting evidence is only marginally acceptable, the compound should be 
reported as an estimate (E). 

7.5.5 Detection Limits 

Detection limits are a critical t5m ofierihY'edooked/aspect of data quality often o • erlooked. 
Detection limits are variously based on instrument sensiti.vity, levels of blank contamination, matrix 
interferences, and y3,fi(}tj.~J¢y~)~ ('){statistical significance. 

Objective-The objective of reviewing detection limits is to confirm that the detection limit 
is consistent with the requirements of the contract and to validate that detection limits have been 
correctly calculated. 
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Requirements-Detection limit requirements are project specific and should be specified in 
the laboratory's contract. On GC/MS, IDL of approximately 1-2 ng on-column should be 
attainable for VOe. The detection limit specified by PSEP and the EPA/CLP are approximately 
10-20 µg/kg (PSEP 1986; U.S. EPA 1988). 

The reported detection limit should be within the control limits set by the SOW at the 
beginning of the project. Samples with high interferences should have correspondingly higher 
detection limit. This should be evaluated, but no action should be taken, as interference levels are 
not within the control of the laboratory. As specified by PSEP ( 1986), detection limits for VOe 
should fall between l 0 and 20 µg/kg dry weight for sample sizes of appfii;§mit@Y ? grji.@$ 5&-
100 grams wet weight of sediment. 

Evaluation Procedures-Detection limits typically reported by laboratories do not conform 
strictly with methods defined by Keith et al. (1983). Often, reported sample detection limits are 
based on IDL and account for sample weight, injection volume, and total extract volume. For 
example, the following formula is often used to calculate sample detection limitsfpf::.MQG: 

S l d t t
. 1. .t IDL (on-column) x (injection volume/extract volumef1 

amp e e ec 10n 1m1 = 
1 

· h 
samp e we1g t 

IDL are sometimes determined by the EPA/CLP method. The preferable method is by 
injection of calibration standards at lower and lower concentrations until a concentration 
corresponding to an appropriate signal/noise ratio (e.g., approximately 3) is determined. 

In gene1 al, any facto1 affecting the calculation of detected concent1 ations in a sainple should 
also affect the calculation of detection limits. For example, if the sample required dilution, 
detection limits should inc1e~e by the dilution factor. If the exhact l'P!iS split for an'.Y 1e~on (e.g., 
80 pe1cent for GC;'MS, 20 percent for GC/ECD), the detection limit should be adjusted acco1dingl'.Y 
(e.g., if onl:Y 80 percent of the ext1 act is used, the detection limit sho ttld be multiplied by I 00/80 
01 l.25). Dm ing QA 1 e vie l'P, the 1 e vie l'P e1 should dete1 mine l'P hethe1 detection limits accounted for 
such adjustments. 

Detection limit validation should address the following considerations: 

11 Calculations for some samples should be checked to determine the method for 
calculation, whether this method was reasonable, and whether it was applied 
consistently. 

11 The lowest initial calibration standard should be in the range of the IDL; if not, the 
IDL itself is questionable. Mass spectra for the lowest concentration standard are 
helpful to confirm a reasonable signal/noise ratio is met for that standard. 

11 Matrix spike recoveries should be consistent with detection limits. For example, 
if a matrix spike was added at 1,000 ppb and was not detected, the detection limit 
for that compound in that particular sample would be ~ 1,000 ppb. If stated 
detection limits for the same compound in most samples were 50 ppb, it would be 
reasonable to suspect those detection limits as underestimates (unless the inatrix spike 
had been diluted to 0.05 its 01 iginal concent1ation). 

11 Evidence of poor recovery (e.g., low surrogate or matrix spike recovery for a 
specific compound or class of compounds) should be factored into detection limits, 
if possible. For example, if 20 percent surrogate recovery was observed in a given 
sample in which the related target compound was undetected, the detection limit 
for the target compound should be established at 5 times the level that would be set 
if surrogate recovery were l 00 percent. 
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Action-If the standards used during calibration do not bracket the detection limits, the 
detection limits should be recalculated. Often, detection limits are not calculated on a sample-by
sample basis. For example, a detection limit of 10 ppb for an analyte may have been appropriately 
determined for an "average" sample, but when a very contaminated sample (with higher levels of 
interferences) is analyzed, the same detection limit may be reported. Detection limits should be 
adjusted in such cases. 

7.5.6 Analysis of Blanks 

Blanks are analyzed to assess possible contamination of samples associated with sample 
handling. Contamination is of concern because it can result in false positives. Organic solvents 
(e.g., acetone, methylene chloride) are common laboratory contaminants because of their volatility 
and exposure of sample extracts to the laboratory atmosphere. 

Objective-The objective of the reviewer is to assess contaminant levels in method blanks. 
If significant contamination exists, ::tttti-the reviewer may decide that corrections to the data should 
be applied to minimize the effects of laboratory contamination on the analyte concentrations. For 
such corrections, the blank analyses are assumed to be representative of the potential contamination 
in sample extracts. 

Contamination of VOC samples during analysis can result from impurities in the purge gas, 
organic compounds out-gassing from the plumbing upstream of the trap, and solvent vapors in the 
laboratory. The analytical system must be demonstrated to be free from interferences by analyzing 
blanks initially and with each sample set. After analysis of a high-level sample, contamination of 
the next sample may result from carryover of traces from the previous sample. 

Requirements-Ideally, blanks should contain no detectable analytes. Blanks can be expressed 
in absolute levels (total ng/blank sample) or relative levels (expressed as a percent of the sample 
concentrations for each analyte). Relative blank levels are calculated during QA review (not by the 
laboratory). 

QA control limits for blanks are typically based on the magnitude of blanks relati • e to 
detection limits and sample concentrations. Blanks affect detection limits, because they increase 
tke level of background noise and interfere .vitlt the laboratory's ability to discern target 
compounds ift samples. 

Frequency: Meth&f. 1.ml'.nl¢ $l19i.ll4 l)~ffllfi ~(J¢@fi¢¥MW J@ Jjpj.iffe;/Method blaHks should 
be run I'< ith e' cry extraction batch 01 e v cry 12 hours, I'< hiche v er is mote ft equent. J;lj¢.: 
IT1etf19i:fJ:iJ~il~ ffiij@ti~ ~ri~tYifd ift~f ¢iPJ1:ii~mmi&~fifi¢ifi9ni The laboratory should 
provide information showing which blanks correspond with which set of samples. 

Control Limits: For most target compounds, blanks should not contain more than 
5 percent of the amount of analyte present in samples (or 2.5 µg total). Contamination 
by common laboratory solvents (e.g., methylene chloride, acetone) is more difficult to 
control, but should not exceed 50 percent of the level of these compounds in the samples 
(or 5 µg total). 

Evaluation Procedures-The reviewer should check chromatograms of all blanks run with a 
data set vs. chromatograms of standards. A special concern with blanks is false negatives: a 
laboratory contaminant that was present but not reported. Peaks present should be confirmed and 
calculations verified. Any blank containing analytes above the detection limit should be compared 
to its associated sample set. A typical blank data package should contain a summary sheet with the 
concentrations of target compounds present (or the detection limit if undetected) and percent 
recoveries of the surrogates, the total reconstructed ion chromatogram and mass spectra of all 
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detected analytes for GC/MS, and the quantification report. An example blank calculation is 
shown in Section 6.5.6. 

When any concentration is detectable in blanks, rejection of the data or blank correction 
during final QA review is recommended. Blank correction entails subtracting the total µg of the 
compound in the fjJah;tS ffdifu (ffo.f ftj. thW/sample and then expressing the difference as a 
concentration (i.e., divide by the sample weight of sample extraeted). An example calculation for 
blank correction is shown in Section 6.5.6. Whether the data are rejected or qualified is a matter 
of professional judgment. The nature and consistency of the contamination needs to be considered. 
For example, if common laboratory solvent is present at consistently high levels, data should be 
rfi~@i<i. Qtrn!ified. 

The following should be verified during evaluation of blanks: 

1111 Examine the chromatogram of the blank (i.e., overlay a blank and a standard 
chromatogram), quantification reports, and mass spectra for each blank analyzed. 
The reviewer should determine whether peaks were identified correctly and that 
analytes reported were indeed present. 

111 Examine surrogate recoveries to check if they are below control limits (see 
Section 7.5.7). If they are below control limits, the blank may underestimate 
contamination. 

1111 Evaluate the absolute and relative concentrations of any detected contaminants. The 
laboratory should report absolute concentrations. Relative concentrations must be 
calculated during QA review (see Section 6.5.6 for an example calculation). 

Action-No action is required when there are no detectable contaminants in the blank. If 
contaminant concentrations exceed both the absolute and relative control limits, data for the 
particular analytes should be rejected. If detectable contaminants are within at least one of the 
control limits, data should be blank-corrected and qualified with either a Z if the blank-corrected 
concentration exceeds the detection limit, or a B if the blank-corrected concentration is less than 
or equal to the detection limit. 

When any analyte concentration is detected in blanks, rejection or blank correction of the 
associated data is recommended. See Section 6.5.6 for an example blank-correction calculation. 

The laboratory contract should include appropriate actions taken if absolute control limits are 
exceeded. If contaminant concentrations exceed the control limits, sources of contamination should 
be identified and discussed in the cover letter of the data report. If problem contaminants (e.g., 
acetone, methylene chloride) persist, blanks should be replicated and confidence levels for these 
contaminants should be determined. 

7.5.7 Surrogate Spike Compounds 

Surrogate spike compounds, or recovery internal standards, are compounds with chemical 
characteristics similar to those of target compounds. They are used to assess analytical recovery on 
a sample-specific basis. 

Objective-Known amounts of surrogate compounds are added to each sample prior to 
extraction to evaluate recovery for every sample. Surrogate recovery is the only QA check 
performed for every sample. Surrogate recoveries can be used to correct analyte concentrations if 
the actual analyte (or class of analytes represented by the surrogate) and the surrogate compounds 
are known to behave similarly during sample preparation and analysis. 
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Requirements-The concentration of individual surrogates added to each sample should be 
within the expected range of concentrations as bracketed by the calibration standards. A minimum 
of three spike compounds should be added for VOC. Isotopically labeled analogs of target 
compounds are recommended and many are commercially available. 

Frequency: Because recovery of surrogates is the only means of checking the accuracy 
of every sample, surrogates should be added to each sample. 

Control Limits: The control limit for surrogate recoveries is 50 percent of the amount 
of each surrogate added. This control limit should be strictly adhered to, because the 
analytical system is closed and losses greater than 50 percent would indicate a serious 
problem with the system. 

Evaluation Procedures-Recoveries should be verified by checking the chromatograms and raw 
data. Calculations should be checked by applying the RF of the surrogate to the response from the 
chromatogram to determine the surrogate concentration in the sample. The following equation is 
used to determine percent surrogate recovery: 

% Surrogate recovery = (amt surrogate in sarnple/amt surrogate added) x 100 

Recovery correction fa i:i$l@t& (it-fijec:¢5s::ll'.'Y.fi:ifshould not be applied to volatile organic data. 
If poor surrogate recoveries have been obtained, the system should be checked for leaks and the 
samples reanalyzed. The following items should be verified when assessing surrogate recoveries: 

111 Verify that at least three surrogates were used. Determine which analytes were 
represented by each surrogate. Verify that data were not recovery-corrected. If 
data were recovery-corrected, this correction factor should be removed. 

111 Check chromatograms to ensure proper identification of surrogate peaks. 

111 Check several percent surrogate recovery calculations (from several sample sets) using 
the above equation (see Section 6.5. 7 for examples). 

111 Verify that surrogates were added to each sample. 

111 Verify that all surrogates were within the 50-percent control limit. 

Action-QA review of surrogate recoveries may be complicated by factors arising from the 
sample itself. Matrix problems, such as interferences and high target compound concentrations, 
may be outside the control of the laboratory. Therefore, professional judgment and consideration 
of other QA samples (e.g., matrix spikes) should complement the assessment of surrogate recoveries 
that exceed control limits. Reeove1 ies of less than 50 percent usually ifldieate a problem with the 
system. Data associated with poor surrogate recoveries should be qualified with an E or G (i.e., 
"¢§m'i:iaJ¢i9tW¢§Hm~t¢ ~#.ftt@.t@thl~t.l Y~tJ9¢/§h9WnHE§ff¢J¢¢rn4; data estimated or estimate is 
greater than V"alue shwwfi) or rejected. 

7.5.8 Matrix Spikes 

Matrix spikes are currently the most common form of recovery data provided by laboratories 
and are required by the EPA/CLP. Matrix spikes are samples spiked with a known amount of 
several target analytes (not their isotope-labeled analogs) prior to extraction. Generally, a sample 
assumed to be uncontaminated is chosen for matrix spike analysis, as spikes should be added at 
1-5 times the concentration of compounds in the sample before spiking. Matrix spike replicates 
assess accuracy and precision. Matrix spike analysis for VOC are very similar to surrogate recovery 

i~ii1Jts1i)J~Bf~f~~~,~i~~g~~i~~~:ae~~~I~~ ~~8\~~~~~l~ i~0~2iu1~fif~~~~~~ f~~~~I m~~ 
f()#A/13/N¢§@p§#ijd$I as both a1e assessments of 1ecove1y of a kno~n amount of added Sl'ike. 
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Objective-The objective of the reviewer is to verify the results reported for the matrix spike 
in the context of the overall accuracy of the analytical method. Calculation checks should be 
performed in the same manner as those for regular samples, except that the sample concentration 
in an unspiked replicate is subtracted from the total concentration in the matrix spike sample to 
determine the amount of spike recovered. If matrix spike duplicates are analyzed, they should be 
assessed like regular replicate samples. 

Requirements-The spikes added to the sample should include a wide range of representative 
analytes. The spiking level should be 1-5 times the concentrations of the analytes in the samples. 

Frequency: Matrix spikes should be run once for every batch of 20 or less samples. The 
total number of matrix spike samples should be at least 5 percent of the number of 
samples analyzed. 

Control Limits: The control limit for matrix spike samples is ~50 percent recovery of 
the amount of analytes spiked. 

Evaluation Procedure-The reviewer should review the chromatograms and associated 
quantification reports and spectra for matrix spikes. As with all samples analyzed, compound 
confirmation and quantification should be assessed along with the method blank, calibration, and 
surrogate data associated with the matrix spike samples. A matrix spike data summary and relevant 
calculations is shown in Section 6.5.9. The following items should be reviewed during evaluation 
of matrix spike samples: 

1111 For detected compounds, confirm compound identification and recalculate 
concentrations for several chemicals (see Section 6.6) 

1111 Determine the spike recovery in the matrix spike (see Section 6.5.9 for equations) 

1111 Verify that one matrix spike was analyzed for every 20 samples 

1111 Verify that spike recoveries exceeded 50 percent after subtracting the amount of 
analyte present in the unspiked sample. 

Action-Low matrix spike recoveries indicate the instrument may not be performing adequately 
or the analytical technique is inadequate. Because the VOC system is closed, loss of analytes should 
p¢j:ii_jfij'.@1J not occur. If poor matrix spike recoveries do occur, the reviewer should consider 
results of surrogate recoveries and Ge/MS ongoing calibration. Professional judgment is very 
important in determining whether data should be accepted, qualified, or rejected. 

7.5.9 Replicate Analyses 

Analytical replicates are subsample analyses of samples or matrix spikes. Replicate analysis 
provides information on the precision of the analytical method (assuming the samples are 
homogeneous). voe samples cannot be homogenized, however, because analytes will be lost from 
exposed surfaces during mixing. Therefore, the replicate analyses of voe are considered field 
replicates. Because voe samples cannot be homogenized without loss of analytes, there may be 
poor agreement among replicates if the sample is naturally heterogeneous. Because of their 
mobility, voe may be more homogeneously distributed in the environment than semi volatile 
compounds, but pockets of high voe concentrations are possible. 

Replicate analysis should be performed on 5 percent of the total number of samples analyzed. 
No control limits are associated with field replicates. 
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7.6 CALCULATION CHECKS 

Calculation checks required for VOC are the same as those checks required for semivolatile 
organic compounds ex.¢¢j:>Jff¢w¢f¢afojitafip~ ar~ p¢fftjjfu¢ij{¢;g.~Jlj¢f¢ ~fe rjp ¢#fac(yqJ(lfu~Jp 
vefify). Refer to Section 6.6 for guidance on calculation checks for VOC. 

7.7 REFERENCES 

Hiatt, M.H., and T.L. Jones. 1984. Isolation of purgeable organics from solid matrices by vacuum 
distillation. U.S. Environmental Protection Agency Region 9. Environmental Monitoring Systems 
Laboratory, Las Vegas, NV. 

Hiatt, M.H. 1981. Analysis of fish and sediment for volatile priority pollutants. Anal. Chem. 
53:1541-1543. 

Keith, L.F., W. Crummet, J. Deegan, Jr., R.A. Libby, J.K. Taylor, and G. Weatier. 1983. 
Principles of environmental analysis. Analyt. Chem. 55:2210-2218. 

PSEP. 1986. Recommended protocols for measuring selected environmental variables in Puget 
Sound. Final Report. Prepared for Puget Sound Estuary Program. Tetra Tech, Inc., Bellevue, WA. 

U.S. EPA. 1984. Guidelines establishing test procedures for the analysis of pollutants under the 
Clean Water Act. U.S. Environmental Protection Agency, Washington, DC. Federal Register Vol. 
49, No. 209, pp. 43234-43436. 

U.S. EPA. 1988. U.S. EPA Contract Laboratory Program statement of work for organic analysis, 
multi-media, multi-concentration. U.S. Environmental Protection Agency, Washington, DC. 

132 



8. SPECIAL CONSIDERATIONS ASSOCIATED 
WITH BIOACCUMULATION ANALYSIS 

8.1 INTRODUCTION 

Analysis of chemicals in tissue is very similar to analysis of chemicals in sediment. WM 

m~r~~~~1~iri~l~~lliat~b.1m~IBla~~r~~hi~1~1~11ij~,1~r~~i1~~~r1gri~l'i~-11~riilll 
~~il1\~aUaMt.ll~[lfBiW-llll~lilm1ijiftlillltf~DIS.~~1~1~~~~1.1~&?¢~,~~~;~; 
differenee is that tissues eontain large quantities of biologieal maeromoleeules. These maero 
moleeules can signifieantly interfere with the deteetion: and quantifieation of target ana!ytes in 
tissue extracts. For organic chemicals, cleanup of tissue extracts to remove or reduce these 
interferences is extremely important before analysis, §ijjfij¢ #1¢an#P ¢lifigt#i¢.¢dltfil:l1il¢fp H~®¢~ 
dfi§§iijp@t1M qf~9J¢t¢$t; but the cleanup can also contribute to losses of target aMlyte:~. 

In this section, special considerations associated with the analysis of chemicals in tissue are 
described. Requirements for data completeness and format, and the data validation process are the 
same as described for sediments. Section 5 (Quality Assurance for Metals in Sediments) and 
Section 6 (Quality Assurance for Semivolatile Organic Compounds in Sediments) contain additional 
information on these topics. 

8.2 SAMPLING UNIQUE TO TISSUES 

In this section, tissue processing and storage requirements for bioaccumulation analyses are 
described. 

8.2.1 Tissue Processing 

To avoid cross-contamination, all equipment used in sample handling should be thoroughly 
cleaned before each sample is processed. All instruments must be of a material that can be easily 
cleaned (e.g., stainless steel, anodized aluminum, or borosilicate glass). Before each organic sample 
is processed, instruments should be washed with a detergent solution, rinsed with tap water, soaked 
in high-purity solvent (e.g., acetone or methylene chloride), and finally rinsed with DOW. Work 
surfaces should be cleaned with 95 percent ethanol and allowed to dry completely. Before each 
metals sample is processed, instruments should be washed with a detergent solution, rinsed with tap 
water, soaked in an acid solution (1:1 DDW:HN03 or 1:1 DDW:HCI), and finally rinsed with DOW. 

The removal of biological tissues should be performed under clean room conditions (i.e., 
contamination-, dust-free room) by or under the supervision of an experienced biologist. Tissue 
should be removed with clean stainless steel or quartz instruments (except for external surfaces). 
The specimens should come into contact with precleaned glass surfaces only. Polypropylene and 
polyethylene (i.e., plastic) surfaces and iitensi.1$ implements are a potential source of phthalate 
contamination and should not be used for organic samples. To control contamination while 
resecting tissues, technicians should use separate stM:hleS.S ~t¢¢1iutensils for removing outer tissue 
and for resecting tissue for analysis. ················· ·················· 

For fish samples, special care must be taken to avoid contaminating targeted tissues (especially 
muscle) with slime or adhering sediment from the fish exterior (skin) during resection. The 
incision troughs are subject to such contamination and should not be included in the sample. In 
the case of muscle, a core of tissue is taken from within the area bordered by the incision troughs, 
without contacting them. Unless specifically sought as a sample, the dark muscle tissue that may 
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exist in the v1cm1ty of the lateral line should not be mixed with the light muscle tissue that 
constitutes the rest of the muscle tissue mass. This dark tissue is not always consumed by humans 
and because of a higher lipid (i.e., fat) content, may contain concentrations of organic chemicals 
at levels greater than the remaining muscle tissue. 

The tissue sample should be placed in a clean glass or PTFE container that has been washed 
with detergent, rinsed at least once with tap water, rinsed at least twice with distilled water, rinsed 
with acetone, and finally, rinsed with high-purity methylene chloride. Firing of the glass jar at 
450° C may be substituted for the final solvent rinse only if precautions are taken to avoid 
contamination as the container is dried and cooled. 

8.2.2 Storage 

Recommended holding times for frozen tissue samples have not been established by EPA, but 
a maximum 6-month to I-year holding time similar to the sediment holding times is recommended 
for Puget Sound studies. (For extended sample storage, precautions should be taken to prevent 
desiccation). National Bureau of Standards is testing the effects of long-term storage of tissues at 
temperatures of liquid nitrogen ( -120° to -190° C). At a minimum, the samples should be kept 
frozen at -20° C until extraction. This process will slow biological decomposition of the sample 
and decrease loss of moisture. Liquid associated with the sample when thawed must be maintained 
as part of the sample. 

8.3 OVERVIEW OF EXTRACTION, DIGESTION, AND EXTRACT CLEANUP 

Commonly used analytical techniques for the extraction, cleanup, and digestion of tissue 
matrices are presented in this section. 

8.3.1 Extraction of Semivolatile Organic Compounds 

The extraction of target compounds from tissue matrices is commonly performed by Soxhlet 
extraction (in same manner as sediments), grinding/maceration (e.g., with a Tekmar Tissuemizer 
or a Brinkman Polytron), or hydrolytic digestion/saponification. The tissue can either be dried and 
pulverized or extracted in the presence of sodium sulfate. Precautions should be taken to choose 
appropriate solvents for the procedure. 

Soxhlet extraction is performed in a closed apparatus in which solvent is cycled through a 
permeable thimble containing the sample. The solvent cycling is driven by heating and 
condensation. The extract and tissue are in separate phases after the extraction is complete. This 
separation eliminates filtering and centrifugation steps. Soxhlet extraction should be performed for 
at least 16 hours. 

Grinding extraction of tissues is a cold extraction technique. Wet tissues, solvent, and sodium 
sulfate (to remove water) are mixed together and macerated with a bladed probe. The blades turn 
rapidly, keeping the slurry well-mixed throughout the extraction. The extract is then separated 
from the slurry by centrifugation and filtration. Grinding extraction usually takes only a few 
minutes per sample. 

Sample dr:y 1'9eiglrt is detennined by oven di:ying a 1'9eighed aliquot of the 3ample at 105° C 
for 16 hot11 s. Percent d1 :y l'9 eight is calculated aceo1 ding to the folio wing equation: 
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8.3.2 Cleanup and Separation of Semivolatile Organic Compounds 

Extracts are purified using liquid chromatography. Acceptable methods are gravity column 
chromatography and HPLC. Column chromatography involves eluting the sample extract through 
silica gel, alumina, a polymer (GPC), or a combination of these. GPC polymers (e.g., Bio-Beads 
SX-3, Sephadex LH-20) separate biological macromolecules that are prevalent in extracts from 
tissue matrices and a source of interferences. Because GPC columns are reusable, it is necessary 
to calibrate them regularly. When GPC columns degrade, the target compounds may elute at 
different retention volumes than expected (e.g., in the biological macromolecule fraction) and thus 
may be discarded rather than collected. For this reason, QA review of documentation for column 
calibration is strongly recommended. Silica gel and alumina columns are used to separate different 
classes of compounds (e.g., PAH from polar organic compounds). Calibration of silica and alumina 
columns should be checked by the laboratory for each different lot of absorbent and whenever 
laboratory conditions change significantly, because absorbent properties vary considerably with 
moisture content, which may vary with laboratory conditions (especially temperature and humidity). 
In general, when multiple column elution are performed, it is likely at the expense of analyte 
recovery. 

HPLC has recently been used to fractionate and clean up tissue extracts (Krahn et al. 1988). 
This method uses two preparatory gel-permeation columns (Phenomenex Phenogel, A) in series. 
HPLC is capable of performing rapid, sharp separations in small volumes of solvent. Total run 
time, including column cleanup, is 20 minutes. Preparative columns allow samples to be analyzed 
at low back-pressures and with longer column life. 

Due to large concentrations of biological macromolecules, GPC is always required for extracts 
analyzed by GC/MS. Extracts to be analyzed by GC/ECD also require preparative chromatography 
(e.g., HPLC or column chromatography; GPC is recommended). 

8.3.3 Digestion of Samples for Metals Analysis 

\{tjg¢f mg f§pP/E~RRA t>t()gf~tjfafPS:l::R J~§§)QfFissue samples are homogenized and digested 
with JOO-percent concentrated nitric acid at room temperature for 15 hours, then at l 00° C for 
1 hour, then gradually raised to 250° C for approximately 4 hours (until all the tissue is 
solubilized), and finally cooled to room temperature. Perchloric acid is then added, and the flask 
is heated to 200° C for l hour. The temperature is then raised to 300° C until all the nitric acid 
is removed. The extract volume is then adjusted with DOW and is ready for analysis. 

8.4 LIPID WEIGHT DETERMINATION (AFTER EXTRACTION) 

Lipid weight determination of tissue samples is a measure of the amount of extractable organic 
material, and is dependent on the solvent(s) used to extract the tissue. It is very important for the 
QA reviewer to know what solvent was used for the lipid weight determination. For example, 
when a tissue extraction is performed with methylene chloride and the extract is transferred into 
hexane (during concentration), some insoluble material precipitates out. If the lipid weight 
determination was made using methylene chloride, the precipitated material would be included in 
the lipid fraction. If the lipid weight determination was made using hexane, the precipitated 
material would not be included in the lipid fraction. 

Lipid weight is determined by extracting a known amount of tissue and weighing the residue 
of a known volume (some fraction of the total volume, which is also known). This process is easily 
performed by dripping a known volume (e.g., JP U1IF9f ~*fr~<if on a l~ieCi Pi~¢~ 9ffiU~r b~~f 
oi~Hifuihti:fflid'.l:sl<;l 10 L) of extrnet on a ta11ed piece of filter paper 01 alt1mint1m di~k. After the 
soivent .. evaporates, Q\¢ ftH~r p~p~f &Ii ~rnmmum. disW faf¢W~~&iML I e ~eigh tl1e filter pape1 or 

~~iwi•xa•~~JJ*iliwti~ffi=i•brcifi~ix~b1J •••. ffi~~'fi~1•••~~~•·••~w~~~~fi~~rt~~~mra~~t~1ti~1le•~~&1~~~~~B~~~~\~ 
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achieving hfadfogs that Ci# nof¢liange ('.)vefJifuij ¢:ij:l. t)~~(j_ifficult); it is important a constant time 
interval be used prior to .,. eighing (some of the lipid material can cod is till 01 evaporate with the 
solvent and aehie v ing readings that do not change o'<er time ean be difficult). The residue weight 
must be adjusted for the total volume of the extract, and divided by the sample wet weight. For 
exam p 1 e' ff ~ gfiims/pf tiS~l:le \Vijr~·····~#fi¢t~a ijijq #9h¢f$ijfrijj~(;J:. wu·mr #10 •. ij#ij fh¢•f~~ii:i li~f:f(}iif JP 
µL6fff1¢ #-*Jfa\dt o/¢igf@i .3;Q: #jg; if 3 grams of tissue ""ere extracted and concentrated to I 00 L 
and I 0 L weighed 39 mg, the percent lipid weight would be calculated as follows: 

39 mg 

10 µL 
x 100 µL = 390 mg total lipids = 0.39 g total lipids 

0.39 g 
x 100 = 13% lipid (wet weight) 

3 g 

Ti$~#:e?iil'.fii~fy~~ ill$ jypj¢ijtlY t~Pilft¢<1 PM~d (l# MifuPle w~j w~mrnt9f.il()ifuijU£~{.t t& fotiM 

fsj~ii~£1m~m1~~~lal.llir~1~~i1~~fa~~u~11~~- ~11a1~?11~J~i~l1k2m~lYl~~l11~tW~~li 
weighf@@U¢4~~J¢~• ~¢¢£?f4ing••·•t§!h¢fi?H9Wf6s•••¢&4~fipfil 

% aiY W~iiihfii : :m:,~~=,;;;:~~1~ii:lwrni® 
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9. QUALITY ASSURANCE FOR BIOASSAYS 

9.1 INTRODUCTION 

This section addresses QA considerations specific to eight sediment bioassays frequently used 
in Puget Sound. Sediment bioassays are defined as laboratory exposures of organisms to test 
sediment (or extracts of sediment) collected from the field. Bioassay responses are compared 
between test and reference sediments to determine whether test sediments are toxic. Adequate 
QA procedures are required to ensure that the observed bioassay responses are not confounded by 
extraneous factors such as improper sample collection and processing, variable organism sensitivity, 
suboptimal experimental conditions, and erroneous endpoint determinations. 

The following eight bioassays are considered in this section: 

1111 Amphipod mortality test 

Species = Rhepoxynius abronius 

10-day exposure 

Endpoint = percent mortality(pfij'il~fH ~~frjij§ijf¢;~tjfigl(#¢~ppq~fi0 

111 Juvenile jft.fijtjij~ bivalve mortality test 

Species = Panope generosa (preferred), Protothaca staminea, Crassostrea 
gig as~ N't'@#fr# ~p~ 
10-day exposure 

Endpoint = percent mortality 

111 Juvenile NiitiH#Hi.5- gf§§#lj poly ehaete mor talit~ test 

Species = Neanthes sp. 

4Qfgij:yd 0 da) exposure 

Endpoint = m&.m~(pfifu~f:yJ~fid fuqfi~my (~gpijg~fy). pe1eent mortality 

1111 Bivalve larvae abnormality test (solid phase) 

Species = Crassostrea gigas, Mytilus edulis 

48-hour exposure 

Endpoint= percent abnormalityail(f@§ttlW!:Y 

1111 Bivalve larvae abnormality test (suspended phase) 

Species = Crassostrea gigas, Mytilus edulis 

48-hour exposure 

Endpoint percent abnormality <Piimi:i.fY)~tjg m~fiijm&C$¢¢qtjqi:i.cy) 

1111 Echinoderm embryo abnormality test 

Species = Dendraster excentricus, Strongylocentrotus purpuratus-'Sf'J'(:r. 

48- to 96-hour exposure 

Endpoint = percent abnormality {Pfimi:i.fY),iltj(j ffi}}#ijfi(y($¢¢qriq~f:y) 
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111 Microtox™ test (saline extract) 

Species = Photobacterium phosphoreum 

15-minute exposure 

Endpoint = percent change in luminescence 

111 Microtox™ test (organic extract) 

Species = Photobacterium phosphoreum 

15-minute exposure 

Endpoint = percent change in luminescence. 

Most of the guidelines presented in this section are either derived directly from the Puget 
Sound protocols (PSEP 1986), or are consistent with those protocols. At present, Puget Sound 
protocols are available for four of the seven bioassays considered in this report [i.e., amphipod 
mortality test, bivalve larvae abnormality test (solid phase), and the Microtox ™ test (saline and 
organic extracts)]. 

The remainder of this section addresses major QA bioassay elements related to the following: 

1111 Sample collection, transport, and storage 

1111 Data completeness and format 

111 Data validation and assessment. 

9.2 SAMPLE COLLECTION, TRANSPORT, AND STORAGE 

When collecting a sediment sample for bioassay analysis, it is essential that the sample be 
representative of the environment being sampled. In addition, this representation must be 
maintained as the sample is transported to the laboratory or stored prior to analysis. To ensure a 
representative sample is collected, the following criteria should be specified for judging sample 
acceptability: 

111 The sampling station was located with acceptable accuracy (see Section 2.1) 

111 The sediment sample was not unduly disturbed or winnowed during collection 

111 The sediment was sampled to a depth sufficient to allow a sample to be collected 
from the desired horizon (e.g., top 2 cm for surface samples) 

111 The sample was properly homogenized before a subsample was removed for 
laboratory analysis. 

If a sample does not meet any one of these criteria, it should be rejected and a new sample 
should be collected. To assist the QA reviewer in judging whether samples were collected 
appropriately, it is essential the sample acceptability criteria be addressed explicitly on field log 
sheets. 

When bioassays and chemical analyses are conducted concurrently at the same stations, it is 
preferable to take subsamples from the same sediment homogenate for both kinds of analyses. This 
technique strengthens the relationship between the two kinds of results, because it minimizes the 
influence of small-scale spatial variability of chemical concentrations. For example, if bioassay and 
chemical subsamples are collected from different sediment samples, the relationship between the 
two kinds of results may be obscured because chemical concentrations differed between the two 
samples. 

138 



To ensure the integrity of the sample, samples should be analyzed immediately after collection. 
However, because immediate analysis is often impractical, the sediment must be stored under 
conditions that will maintain its integrity. The recommended storage conditions for bioassay 
samples from Puget Sound are presented in Table 9-1. In most cases, sediment samples should be 
stored unfrozen because the effect of freezing on the toxicity of sediments is unknown. Unfrozen 
samples should be stored at 4° C to minimize biological activity. In addition, unfrozen sediment 
can be stored for only a relatively short period of time (i.e., usually less than 14 days), because it 
is not known whether prolonged storage at 4° C can alter sediment toxicity. PSDDA allows 
sediment samples to be stored for periods up to 6 weeks, if the samples are maintained in a 
nitrogen atmosphere to minimize biological activity. At present, only samples for the Microtoxru 
test using an organic extract shi:W1d ®Hare recommended to be stored frozen. This recommen
dation is based on the rationale that because the extraction procedure results in such a severe 
alteration of the sample, it probably masks any subtle changes in sediment toxicity resulting from 
freezing the sediment. 

Sediment samples must also be stored in proper containers to ensure the samples are not 
contaminated by the containers. For all bioassays, sediment samples should be stored in glass 
containers that have been cleaned in a manner appropriate for collecting samples for analysis of 
chemical contaminants. In addition, container lids should be lined with PTFE. 

9.3 DATA COMPLETENESS AND FORMAT 

The QA review process is greatly facilitated if the data are presented in a standardized format. 
The most efficient means of ensuring a standardized format is used is to develop data report forms 
or checklists. These forms prompt the data generator to report all pertinent information, and help 
the data reviewer locate different kinds of information and identify data omissions. 

The initial step of the QA process is to review the submitted data for completeness. Data 
omissions can then be identified before the review process begins, and the omitted information can 
be requested from the data submitter. The following information is required before a QA review 
of bioassay data can be conducted: 

11 Bioassay response for each replicate test chamber 

11 Experimental conditions for each replicate test chamber 

11 Results of negative controls 

11 Results of positive controls 

111 Any conditions that may have influenced data quality. 

The most critical information necessary to evaluate the quality of bioassay data is the results 
from the negative controls. This information addresses whether the test organisms were adequately 
healthy to be used for toxicity assessments. If they were not adequately healthy, it is possible that 
responses judged to be significant were partially or completely the result of unusually sensitive 
organisms, rather than solely the result of sediment toxicity. Although results of negative controls 
are important in evaluating the quality of bioassay data, other information is also desirable for 
this purpose (see Section 9 .4 ). 

9.4 DATA VALIDATION AND ASSESSMENT 

General guidelines are presented in this section for four characteristics of the eight bioassays 
considered in this report: 

111 Analytical methods 

11111 Precision 
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TABLE 9-1. RECOMMENDED HOLDING CONDITIONS 
FOR BIOASSAY SAMPLESa 

Bioassay 

Amphipod mortality 

Juvenile iftfgtjlfu bivalve mortality 

Juvenile !Y¢4n!#~ gr§fy'tfj 
poly cl 1<1ctc rnor tality 

Bivalve larvae abnormality 
(solid phase) 

Bivalve larvae abnormality 
(suspended phase) 

Echinoderm embryo abnormality 

Microtox (saline extract) 

Microtox (organic extract) 

Containerb,c Preservation 

Glass 4° C in the dark 

Glass 4° C in the dark 

Glass 4° C in the dark 

Glass 4° C in the dark 

Glass 4° C in the dark 

Glass 4° C in the dark 

Glass 4° C in the dark 

Glass Freeze at -20° C 

Maximum 
Holding Time 

14 days 

14 days 

14 days 

14 days 

14 days 

14 days 

14 days 

6 months 

" Specifications are based on the Puget Sound protocols (Tetra Tech 1986), or are consistent with 
those protocols. 

b All glass should be precleaned in a manner appropriate for collecting samples for analysis of 
chemical contaminants. 

c Container lids should be lined with polytetrafluoroethylene (PTFE). 
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1111 Positive controls 

1111 Negative controls. 

To minimize redundancy when discussing these characteristics, the bioassays were grouped 
into three categories of similar tests: 

1111 Adult/juvenile mortality/gfo'\\ith bioassays 

Amphipod mortality test 

Juvenile irifiitri<i bivalve test 

Juvenile N'JWithf.5' gfciwth. polyehaete test 

1111 Larval abnormality bioassays 

Bivalve larvae abnormality test (solid phase) 

Bivalve larvae abnormality test (suspended phase) 

Echinoderm embryo abnormality test 

1111 Microtox ™ bioassays 

Saline extract 

Organic extract. 

9.4.1 Analytical Methods 

To ensure bioassay testing is conducted in an acceptable manner and results are comparable 
among different studies, it is essential the tests be conducted according to standardized procedures. 
Some important elements of the standardized procedures include the following: 

11 Organism holding, spawning (if required), and acclimation prior to testing 

11 Preparation of test chambers 

111 Experimental conditions during testing 

111 Test duration 

11 Endpoint determination. 

A4@ific}ri~l ¢c#faj@¢r~fi9n~ §#¢tt #~ r~p;1rn#t¢q m¢~gf¢m¢~#@tw.~~trn¢ ¢9n~l9~~ ~n9 #~g~rixe §i?(lJfiH§ 
#f¢ ¢6nsid¢:t¢d itl:S¢ctj(:f{i$QA~:Z#Wh4; Additional eonside1 ations stich as 1 eplicated measm ements, 
positive and l'legati "eHeol'lt1 ol~, al'ld data generation and 1 epor ting are considered in Sections 9 .3.2 
9-:-3+. The recommended sources of standardized protocols for the eight bioassays considered in 
this report are presented in Table 9-2. 

Organism Holding, Spawning, and Acclimation-If the test organisms are not handled properly 
prior to bioassay testing, their sensitivity to toxic chemicals could be altered and the validity of the 
test results compromised. These organisms may become unusually sensitive to the chemicals used 
in bioassay testing, Whicff ffifi,yJ¢#4 ~Q #ff py¢fe~Ufuat~ gffJlj~ f<:l*i¢itY gfJlj.¢ ~ijfupi¢{ l'1 hicl1 may 
lead to an o ve1 estimated trne toxicity of the sample. 

The main aspects oforganism holding for the adult/juvenile mortality/gfpo/tJ}_ tests are that 
the organisms be a¢¢Jirj:l:aJ¢q/hetd-for a sufficient period of time and under appropriate conditions 
to ensure they are not stressed by factors other than toxic chemicals when bioassay testing begins. 
If organisms are not held in the laboratory for a sufficient period after field collection or shipping 
from laboratory cultures, they could be influenced by the residual stresses related to handling (e.g., 
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TABLE 9-2. RECOMMENDED BIOASSAY PROTOCOLS 

Amphipod mortality 

Juvenile ifif@f@bivalve mortality 

J uveni1e -!}1:~41##~~ grgfytij 
polychaete mar tality 

Bivalve larvae abnormality 
(solid phase) 

Bivalve larvae abnormality 
(suspended phase) 

Echinoderm embryo abnormality 

Microtox (saline extract) 

Microtox (organic extract) 

Primary 

Tetra Tech (1986) 

Johns ~t~J.(1989) 

Johns (in prep.) 

Tetra Tech (1986) 

U.S. Army COE (1977) 

Dinnel and Stober ( 1985) 

Tetra Tech (1986) 

Tetra Tech (1986) 

Secondarya 

Swartz et al. ( 1985) 

Johns ef~IJ (1989) 

Chapman and Morgan (1983) 
ASTM (1985) 

ASTM (1985) 

None 

Williams et al. (1986) 
Beckman Instruments (1982) 

Schiewe et al. ( 1985) 
Beckman Instruments (1982) 

a Secondary protocols should be used only in conjunction with primary protocols. 
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capture, sieving, sorting, transport). If organisms are not sufficiently acclimated to the 
experimental conditions under which bioassay testing will be conducted (e.g., temperature, salinity, 
DO, pH), they could be stressed by those variables when they are introduced to the test chambers. 

The main aspects of organism holding for the larval abnormality tests are related primttrily to 
the conditioning and spawning of the adult organisms that give rise to the actual test organisms, 
l)e¢a.ti$~ ~the larvae are introduced to the test chambers shortly after fertilization. Because the 
adults do not spawn throughout the year, they must be conditioned to spawn during periods when 
they are not ready to spawn naturally. Conditioning usually involves a gradual increase in the 
temperature of the holding water, which stimulates maturation of gametes. Depending on the 
physiological and gametogenic status of the organisms at the time of collection, conditioning can 
extend from several days to several weeks. Because conditioning is an artificial alteration of the 
natural spawning cycle, the quality of the resulting gametes is sometimes unacceptable. In general, 
the longer it takes to condition an organism, the higher the probability is that the gametes will be 
of poor quality. If the gametes are of poor quality, fertilization rate may be unacceptably low or 
the fertilized embryos may fail to divide normally. 

Organism holding is not a major consideration for the Microtox TM bioassays, as the test 
organisms (i.e., bacteria) can be held for up to a year in a freeze-dried form at -20° C. However, 
samples are reconstituted in the laboratory prior to testing, and must be used soon after rehydration 
(i.e., Whliiij less thttn 5 hours). The sensitivity of the bacteria to toxic chemicals can change 
following prolonged storage in the reconstituted form. 

Preparation of Test Chambers-To ensure test organisms in all samples are exposed to the test 
sediment in the same manner, it is essential the test chambers be prepared using the same 
standardized techniques. If the preparation procedures vary among samples, they could influence 
bioassay responses and confound the estimates of sample toxicity. 

Preparation procedures are most straightforward for the adult/larval mortality/ff#fiy{lj tests, 
lfoS\.#~~ ~the primary exposure route is through bedded test sediment. In those tests, sediment 
is simply placed in the test chamber and clean seawater is then added until the chamber is nearly 
full. Every effort is made to avoid sediment disturbance as the seawater is added to each chamber. 
In addition, the chambers are allowed to equilibrate overnight before the test organisms are added. 
The test animals are then added to each sample at the sediment surface. 

Preparation procedures for the larval abnormality tests are more complex than those for the 
adult/larval mortality/gf§:Wtfi tests, because the exposure route is through both suspended and 
bedded sediments. In those tests, sediment is added to seawater in the test chamber, which is then 
shaken vigorously for a fixed period of time (i.e., 10 seconds) to disperse and suspend the sediment 
in the seawater. The suspended sediment is allowed to settle for an unspecified length of time 
before the test larvae are introduced to the chamber. Because the act of dispersing and suspending 
the sediment can release toxic chemicals to the seawater, it is an important component of the 
exposure route. Therefore, the specified shaking time of 10 seconds must be adhered to. However, 
the lack of a standardized settling period prior to larval introduction may confound bioassay 
responses. At a minimum, settling time should be standardized within each study and preferably 
among all studies. 

Preparation procedures for the Microtox TM test are probably the most complex of all the 
bioassays, because the test organisms are exposed to sediment extracts rather than directly to the 
test sediment. Extraction procedures must be conducted according to standardized protocols to 
ensure each sediment sample is extracted in the same manner. If the extraction procedures vary 
among samples, observed differences in sediment toxicity could be partly the result of differences 
in extraction effectiveness rather than the inherent toxicity of the samples. The organic extract 
technique is much more complex than the saline extract method, as the sample must be transferred 
to a minimally toxic-carrier compound (e.g., ethanol) after sediment extraction is accomplished 
using a highly toxic compound (e.g., dichloromethane ). For the saline extract technique, the 
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sediment is extracted using nontoxic Microtox JM diluent (i.e., 2.0 percent NaCl in double-distilled 
organic-free water). 

Experimental Conditions-To ensure bioassay results are comparable among different samples, 
it is essential that testing be conducted under the same standardized experimental conditions 
(Table 9-3). If all conditions except the test sediment are standardized, any differences in bioassay 
responses between samples can be attributed with a reasonable level of confidence to the 
characteristics of the different test sediment. If the experimental conditions differ among samples, 
it will be uncertain as to what proportion of any observed differences in bioassay responses are the 
result of the different experimental conditions rather than the test sediment. 

Important experimental conditions for the adult/larval mortality/gr9Wtft tests and the larval 
abnormality tests are temperature and salinity of the seawater in the test chamber. These values 
are specified within relatively narrow ranges that should always be adhered to. Although DO and 
pH of the seawater are also critical experimental conditions, they are allowed to vary in the test 
chambers. However, if oxygen concentrations fall below 4-5 mg/L or pH falls outside the range 
of 7-9 in a test chamber, the bioassay response observed in that chamber should be interpreted 
with caution, especially if it indicates the sample is more toxic than would be expected. 

The main experimental condition for the Microtox JM tests is temperature, as the bioluminescent 
response of the test organisms is very sensitive to that variable. The standard test temperature for 
both Microtox JM tests (i.e., saline and organic extracts) is l 5°:(I)l C. 

Test Duration-Each bioassay has a specified period of time in which the test organisms are 
exposed to the test sediment or sediment extract. These exposure periods must be adhered to for 
all samples. The use of different exposure periods among samples could contribute to differences 
in toxicity among the samples. In general, if the exposure period exceeds the recommended period, 
the observed bioassay response would be expected to increase in magnitude. 

The consistency of the exposure period is probably most critical for the Microtox JM tests, as 
the recommended exposure period is very short (i.e., 15 minutes), and changes in luminescence can 
occur rapidly along a continuous scale. The consistency of the exposure period for the larval 
abnormality tests is also relatively critical, because the exposure period is relatively short (i.e., 
48 hours), and the onset of abnormalities can occur relatively quickly along a continuous scale. 
The adult/larval mortality/'ltftiWth: tests are probably the least sensitive to variations in exposure 
period, as the period is relatively long and the mortality endpoint is discrete (i.e., present or 
absent). 

Endpoint Determination-Accurate determination of the test endpoint (or response) of each 
bioassay is essential for estimating the true toxicity of samples. To facilitate accurate determina
tions, the endpoints should be well defined and relatively easy to measure. 

The abnormality endpoint of the larval abnormality tests is probably the most difficult 
response to determine for the bioassays considered in this report. Because the degree of 
abnormality usually occurs along a continuous scale, it is not always clear when a larva can be 
considered abnormal. Given the relatively large degree of subjectivity in determining this 
endpoint, it is imperative that the definition of abnormality be well defined and standardized. If 
neither of these two criteria are met, abnormality detei:minations made by different investigators 
could differ on the basis of endpoint definition rather than on the basis of sample toxicity. It is 
also desirable that abnormality determinations be made by experienced personnel, to ensure the 
definition schemes are implemented correctly. ±h~ ffli'.frt~Hfy ~ji(Jp(:}foffi}f tfiWJ#tY:~1 fi_l:#igtj:tiaJ~(y 

~~fa11~~7ll~~~~l¥i~~~i~~~1~~~~~~~~~ii~r~~ ~~l~f~~¢9 \lP94 th¢/fiyffil)~t§ Pf Ji¥tY?.~ ffil~j@g 

144 



TABLE 9-3. STANDARD EXPERIMENTAL CONDITIONS 
FOR BIOASSAYS 

Bioassay 

Amphipod mortality 

Juvenile irif~,1-fij*bival~e mortality 

Juvenile l:Y~?f#bg~ g[§Ydh 
pol:ychaete mot t<llit:y 

Bivalve larvae abnormality 
(solid phase) 

Bivalve larvae abnormality 
(suspended phase) 

Echinoderm embryo abnormality 

Microtox (saline extract) 

Microtox (organic extract) 

a DO = Dissolved oxygen. 

Experimental 
Conditions 

Temperature 
Salinity 

pH 
D03 

= 15±1° c 
= 28±1 ppt 

8±1 
>5 mg/L 

(not established) 

(not established)b 

Temperature 20±1° c 
Salinity = 28± 1 ppt 

pH = 8±1 
DO = >4 mg/L 

Temperature = 20±1° c 
Salinity = 28±1 ppt 

pH = 8±1 
DO >4 mg/L 

Temperature 9±2° c 
Salinity 30±3 ppt 

pH = 8±1 
DO >4 mg/L 

Temperature 15±1° c 

Temperature 15±1° c 

b Interim conditions are available in Johns #f~t{1989). 
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The mortality endpoint of the adult/ juvenile mortality/gf()wth tests is probably the easiest to 
determine. It is a relatively discrete endpoint in which a test organism is considered dead if it is 
missing at the end of the exposure period or if it shows no sign of movement after gentle prodding. 
This endpoint does not require extensive experience to determine. The iitititeJhifial~ijdpgiriff()r 
th.~····~mfiliiw4Y m:p;fialrt& t~~VH ilJ~CiUr&t~t.i¥~1sru~~s:Y:: t9?4~t.ijfi#iJr~iU~¥ ti i'~u~~J&#Jh¢<$imi5J~ 
1Rig&ifll~h~fi~iWf~~t~~g~tH~~fff,f&~~ ~~li~~~l~lli~i~~t~l~Ill~~~1fallhi71~E~~~iai1 

The determination of the luminescence endpoint is also relatively easy to determine, as it is 
simply read directly off the display of the automated Microtox™ analyzer. However, because this 
endpoint can be very sensitive to how the samples are introduced to the analyzer (e.g., timing, 
quantity), it is essential that the instrument be operated by experienced personnel. 

9.4.2 Test Precision 

For bioassays, replicate analyses are required for all samples. The Microtox™ test requires two 
replicate analyses per e#r@(dilution, whereas the remaining tests require five replicate analyses 
per sample. At present, the only guideline available for bioassays is for the SD of percent 
mortality in the amphipod mortality test (i.e., less than 15) (Barrick et al. 1988). 

Unusually high variability among replicates acts to reduce the statistical power of comparisons 
with reference conditions. A reduction in power increases the chance that a "true" adverse effect 
will not be 4~t¢¢t¢d di:m iminated, and is therefore not environmentally protective. It is always 
advisable to review the variability (e.g., SD of the mean) of the bioassay responses at all stations 
to check for outliers. 

If a station is found with unusually high variability, the raw data for the individual replicate 
analyses should be inspected. If the high variability is the result of a single anomalous replicate, 
one might suspect that something unusual happened in the test chamber and that the replicate is 
not representative of the entire station. The replicate could be deleted from the station set and a 
new mean response could be calculated on the basis of the remaining replicates. If the high 
variability is due to variable responses in all replicates, one might suspect that test sediment was 
not homogenized sufficiently or that the bioassay was not run correctly. 

It is helpful to consider the magnitude of the mean response when variability is high among 
all replicates. In general, high variability would not be expected when mean responses are either 
very high (i.e., because the sediment is very toxic) or very low (i.e., because the sediment is 
relatively uncontaminated). By contrast, high variability is sometimes found naturally when mean 
responses are moderate, and may be the result of variable sensitivities among the individual test 
organisms. 

The larval abnormality tests are different from most of the other bioassays because the sample 
size is not controlled at the beginning of testing. Instead, sample sizes for abnormality determina
tions depend on how many organisms survive the test. In some cases, mortality can be very high, 
leaving few larvae for abnormality determinations. If mortality is 100 percent, the sample size of 

~~i t~itsm:¢ij°if A~%9zt~~11t1w J(~~aj~fi~iw~tl#~t88-wg:¢€fiiiI#&i t~Jii&0i*i4~~~1il~f mw * #wM <>f 
1
® 

One method of addressing this problem is to specify that a minimum number of larvae 
(e.g., 40) be evaluated for each replicate test. In cases where mortality is high, this specification 
could require that additional laboratory time be spent reading slides until the minimum sample size 
is achieved. If mortality is so high that the minimum number of larvae cannot be achieved with 
reasonable effort, the value determined for abnormality could be qualified as being based on a 
suboptimal number of replicates. An alternative approach would be to combine the mortality and 
abnormality endpoints under the assumption that all organisms that died must have exhibited 
abnormal development prior to death. 
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9.4.3 Positive Controls 

In bioassay analyses, positive controls involve the exposure of representative test organisms to 
a reference toxicant. The exposure is usually conducted using a dilution series and extends for a 
period identical to that used for the definitive testing. The goal of the positive controls is to 
demonstrate that the test organisms are sensitive to the effects of a known toxic chemical, and that 
they respond to the chemical in a dose-responsive manner. That is, the magnitude of the bioassay 
response increases as the concentration of the reference toxicant increases. If the two criteria of 
sensitivity and dose-responsiveness are satisfied, it can be expected that observed differences in 
bioassay responses among samples during the definitive testing are the result of differing 
concentrations of toxic chemicals among the samples. However, if the organisms are not found to 
be sensitive and dose-responsive, the meaning of the bioassay responses observed during definitive 
testing will be somewhat uncertain. 

The sensitivity of the test organisms is usually estimated as an LC50 or EC50 derived from the 
dose-response relationship between chemical concentrations and bioassay responses. The magnitude 
of sensitivity can be evaluated by comparing the observed values with those found for the same 
kind of test organisms exposed to the same reference toxicant in other studies. If the observed 
sensitivity appears unusual relative to other studies, the discrepancy should be resolved prior to 
definitive testing. If the definitive testing is conducted using test organisms with unusual 
sensitivity, the interpretation of the results of the testing will be uncertain. 

Dose-responsiveness can be evaluated quantitatively by determining statistically the correlation 
between chemical concentrations and bioassay responses. This characteristic can also be evaluated 
qualitatively by examining the data for a relatively monotonic relationship between chemical 
concentrations and bioassay responses. Qualitative evaluations are usually appropriate when the 
number of observations are small within the responsive range of the test organisms (i.e., between 
0 and 100 percent response). The number of observations may be small either because a small 
number of concentrations were evaluated or because only a small subset of the observations 
evaluated were within the responsive range of the test organisms. 

The following reference toxicants are commonly used for the bioassays considered in the 
present report: 

111 Cadmium chloride 

Adult/larval mortality tests 

Larval abnormality tests 

1111 Sodium pentachlorophenate 

Adult/larval mortality tests 

Larval abnormality tests 

1111 Sodium arsenate 

Microtox TM saline extract test 

1111 Sodium lauryl sulfate 

Microtox TM organic extract test. 

9.4.4 Negative Controls 

In bioassay analyses, negative controls involve the exposure of representative test organisms 
to clean seawater or sediment. The goal of these controls is to demonstrate that test organisms are 
adequately healthy to be used for toxicity assessment. This determination is made by exposing the 
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organisms to optimal, uncontaminated test media and measuring their response over the same 
exposure period used for the definitive testing. The magnitude of the observed response should 
not exceed a predetermined maximum level. If the maximum allowable response is exceeded, the 
test organisms are not considered sufficiently healthy for definitive testing. Inadequate health of 
the test organisms could result from natural stresses such as reproduction, low food supply, 
suboptimal water quality conditions, or from various experimental activities such as collection, 
holding, and acclimation. Results from definitive testing that are associated with failed negative 
controls cannot be considered valid, l)¢¢iitisifas-the observed bioassay responses may have been 
confounded by the unhealthy condition cit the test organisms. If the negative controls fail, 
definitive testing should be conducted using an alternate supply of test organisms. 

The maximum allowable negative control responses for the tests considered in this report are: 

11 Adult/larval mortality tests 

10 percent mortality 

111 Larval abnormality tests 

30 percent mortality 

10 percent abnormality 

1111 Microtox ™ tests 

Difference between blank ratios = 0.02. 
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10. QUALITY ASSURANCE FOR BENTHIC MACROINVERTEBRATES 

10.1 INTRODUCTION 

This section addresses QA considerations specific to the collection and analysis of information 
on benthic macroinvertebrate assemblages in Puget Sound. Benthic macroinvertebrates are defined 
as the small invertebrates commonly sampled using a bottom grab or box corer, and retained on a 
1.0-mm mesh screen after sediment samples are sieved. The characteristics of benthic macroinver
tebrate assemblages are compared between test and ref ere nee sites to determine whether chemical 
contaminants in sediments at the test sites result in altered assemblages. Adequate QA procedures 
are required to ensure that any observed differences in assemblage characteristics between test and 
reference sites are likely the result of chemical toxicity, and are not confounded by extraneous 
factors such as improper sample collection and processing, inefficient sorting, and inaccurate 
taxonomic identifications. 

Most of the QA guidelines presented in this section are either derived directly from the Puget 
Sound protocols (PSEP 1986) or are consistent with those protocols. The remainder of this section 
addresses the following QA elements: 

111 Sample collection, transport, and storage 

111 Data completeness and format 

111 Data validation and assessment. 

10.2 SAMPLE COLLECTION, TRANSPORT, AND STORAGE 

To ensure the information collected on benthic macroinvertebrate assemblages is interpretable, 
the study must adhere to two major design specifications: the device used to collect samples from 
the environment, and the mesh size used to sieve the samples. Although several devices can be 
used to sample benthic macroinvertebrate assemblages, each device samples the assemblages in a 
unique manner, and can thereby influence the characteristics measured for the assemblages. In 
addition, most samplers are available in various sizes to sample different areas of the sea floor. 
Because different benthic species can exhibit different scales of patchiness in their horizontal 
distribution, the characteristics measured for benthic assemblages can differ depending on the size 
of the device with which they were sampled. Because both the kind and size of the device used 
to sample benthic assemblages can influence the characteristics measured for the assemblages, it is 
essential that the study design specification for the sampling device be followed without variation. 

A second study design specification critical to interpreting information on benthic macroinver
tebrate assemblages is the mesh size used for sieving. Because benthic macroinvertebrates exhibit 
a wide range of sizes both among species and among different age groups within a species, the 
mesh size used to sieve these organisms can in flue nee the characteristics measured for the 
assemblages. For example, larger mesh sizes generally retain fewer individuals and species than 
smaller mesh sizes. Therefore, the study design specification for sieve mesh size must be followed. 

When sampling benthic macroinvertebrate assemblages, samples should be representative of the 
environment being evaluated. In addition, this representativeness must not be altered as the sample 
is transported to the laboratory or stored prior to analysis. To ensure a representative sample is 
collected, the following criteria should be used for judging sample acceptability: 

1111 Sediment should not be extruded from the upper face of the sampler such that 
organisms may have been lost(a ~fa)]lpleY.,6Uld 6¢ @(;eptabfe jfO\¢ ~edffu#l:i.fJgq¢he{l 
th¢/tiPM#f:;i;¢¢9f•••tn¢•••$?ml?J¢t••·•PYt•·W~§•·•nC>t·••e~tt'l.l{l¢g) 
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11 Overlying water should be present in the sample to indicate minimal leakage 
occurred during retrieval 

111 The sediment surface should be relatively flat to indicate minimal disturbance and 
winnowing occurred during sample collection and retrieval 

11 The entire surface of the sample should be included in the sampler to ensure a full 
sample was collected 

11 The following penetration depths (i.e., the maximum depth of sediment sampled) 
should be achieved at a minimum to ensure most organisms are sampled efficiently: 

4-5 cm for medium-coarse sand 

6- 7 cm for fine sand 

::>:10 cm for muddy sediment. 

If a sample does not meet any one of these criteria, it should be rejected and a new sample 
should be collected. To assist the QA reviewer in judging whether samples were collected 
appropriately, it is essential that the sample acceptability criteria be addressed explicitly on field 
log sheets. 

If sample acceptability criteria are not adhered to, the results of subsequent analyses could be 
strongly biased. For example, amphipods are a group of crustaceans that are generally very 
sensitive to chemical contamination. However, because they have a relatively low density and are 
often found near the sediment surface, they are highly susceptible to being lost from a sample if 
excessive leakage, disturbance, or winnowing occurs during sample collection and retrieval. If 
amphipods are undersampled at a test site, the toxicity of the sediments at that site could be 
overestimated. Alternatively, if amphipods are undersampled at a reference site, sediment toxicity 
at test sites could be underestimated. 

Once a representative sample has been collected in the field, it is essential the integrity of the 
sample be maintained as it is transported to the laboratory and stored prior to analysis. Ideally, 
samples should be analyzed immediately after collection. However, because immediate analysis is 
often impractical, the sample must be stored under conditions that will maintain its integrity. 
Following are recommended storage procedures for samples of benthic macroinvertebrate 
assemblages in Puget Sound: 

11 :mwllf~m¢nt rn W¢U±t~P¢t¢i:i P:<itl.til.iA¢'.t#" m~t s¢~1 ~4¢44~-t¢tY-
ll Immediate fixation in a 10-15 percent solution of buffered formalin m ~~~W~t~f 
1111 Transfer to a 70-percent solution of ethanol or isopropanol within 7-10 days after 

fixation. 

Immediate and adequate fixation is essential to ensure the integrity of organisms is maintained 
during storage to facilitate accurate taxonomic identifications and accurate measurements of 
biomass (if required). Adequate fixation is ensured by using the appropriate concentration of 
formalin solution and by ensuring the volume of fixative in each sample is at least twice the 
volume occupied by the sample. That is, the sample should only occupy half of the sample 
container at a maximum, and the fixative should fill the container. The contents of each container 
should be adequately mixed to ensure the sample is saturated with fixative. 

Samples should be transferred to alcohol within 7-10 days after fixation to ensure the fixative 
has had an appropriate length of time to saturate each organism. If the fixation period is too short, 
fixation may be inadequate and organisms may decompose to some extent when stored in alcohol. 
Alternatively, if the fixation period is too long, mollusks and echinoderms could be decalcified. 
Both decomposition and decalcification can reduce the accuracy with which taxonomic identifica
tions are made. 
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10.3 DATA COMPLETENESS AND FORMAT 

The QA review process is greatly facilitated if the data are presented in a standardized format. 
The most efficient means of ensuring that a standardized format is used is to develop data report 
forms or checklists. These forms prompt the data generator to report all pertinent information, and 
help the data reviewer locate different kinds of information and identify data omissions. 

The initial step of the QA process is to review the submitted data for completeness. Data 
omissions can be identified before the review process begins, and the omitted information can be 
requested from the data submitter. The following information is needed to review QA data on 
benthic macroinvertebrate assemblages: 

11 Collection methods 

Sampler 

Sieve mesh size 

Sample acceptability criteria 

Fixation and storage procedures 

11 Laboratory techniques 

Sorting efficiency 

Verification of taxonomic identifications 

Taxon identities and abundances. 

10.4 DATA VALIDATION AND ASSESSMENT 

In this sectionJQA. QC/QC considerations are discussed for three major elements of laboratory 
analysis related to benthic macroinvertebrate samples: 

111 Sample sorting 

1111 Taxonomic identifications 

11 Intrastation variability. 

10.4.l Sample Sorting 

Sample sorting is the removal of benthic organisms from the sieved debris collected in the 
field for each sample. The debris typically consists of coarse sediment particles, animal tubes, shell 
fragments, and large pieces of organic material (e.g. macrophytes, wood chips, wood fibers). 
Efficient sorting can be particularly difficult if the amount of debris in a sample is excessive or 
if particular organisms resemble the kind of debris present. One method of recognizing organisms 
in the debris is to stain them with a vital stain (e.g., rose bengal) prior to sorting. However, some 
taxa (e.g., ostracods, gastropods) do not always stain adequately. In addition, staining may interfere 
with the taxonomic identification of several taxa. 
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The most reliable method of achieving a specified level of efficiency in sorting is to re-sort 
a limited number of whole samples or fractions of whole samples. To avoid bias in the re-sorting 
analyses, each sample should be selected at random and re-sorting should be conducted by an 
experienced person other than the person who originally sorted the sample. The recommended 
sorting method for Puget Sound samples requires at least 20 percent of each sample be selected at 
random from the total sample and re-sorted. The recommended sorting efficiency is 95 percent 
of the total number of individuals in the whole sample. That is, the number of organisms found 
in each 20-percent subsample should be multiplied by five and compared with the total number 
of individuals in the whole sample. If the 95-percent efficiency criterion is not achieved, the 
sample should be re-sorted. Suboptimal sorting efficiency should be avoided, because it can lead 
to underestimates of organism abundances and affect comparisons between test and reference sites. 

~Il~~~sls~il~\111m~~~~l~~llfl~~~m1r~~m~~m1 ~tjJ$¢qtj¢nn& lj~ ~g(:l¢q t94M ¢§U¢¢nmr&f 

10.4.2 Taxonomic Identifications 

It is essential that taxonomic identifications are accurate to avoid making erroneous 
conclusions regarding the effects of chemical toxicity on benthic macroinvertebrate assemblages. 
Two common methods of evaluating the effects of chemical toxicity are to compare taxon 
abundances between test and reference sites and to evaluate temporal changes in the taxonomic 
composition of assemblages at test sites. The results of either method can be confounded by 
inaccurate taxonomic identifications. For example, certain species are usually important 
components of the benthic assemblage at each station. If inaccurate taxonomic identifications lead 
to the erroneous conclusion that an important species is less abundant at the test site relative to the 
reference site or relative to an earlier survey at the test site, one might mistakenly conclude 
chemical toxicity is influencing the assemblage at the test site. The problem of inaccurate 
identifications is often encountered when multiple laboratories analyze samples using different 
identification criteria. 

Four primary methods are available for ensuring that taxonomic identifications are made 
accurately: 

11 Use of a reference collection 

11 Confirmation of identifications by experts 

11 Confirmation of identifications within a laboratory 

11 Comparisons with historical species lists. 

A reference collection is a collection of archived benthic macroinvertebrates that are 
representative of the species likely to be found in a particular area .. R;¢(¢f¢ij¢(} ¢gfl¢§t1¢iij~ s'.!');9#14 

~~B~a~~~\\1~~~~~~i~~~ [i[~~~lli~~~~ilii~ffi¢~h;§[j!~~i~~ ~'n~~~~ij~;~!~P~i~~I~ !@;!~~~~~~~ 
collection should be verified by a taxonomic expert. Taxonomic identifications made during a 
particular project can then be checked against those of the reference collection to ensure their 
accuracy. The reference collection can also be used to teach new taxonomists and to resolve 
disputed identifications among taxonomists. Reference collections also facilitate the consistency of 
taxonomic identifications among different studies and investigators. 

Despite the existence of reference collections, some taxonomic identifications may be uncertain 
for a particular project. All uncertain identifications in any project should be verified by an 
appropriate taxonomic expert. The consistency of taxonomic identifications within a laboratory can 
be enhanced by having a fraction (e.g., 5 percent) of the samples identified by one taxonomist be 

m~~~ir¥(i1ffe~~r¢illiii0.1~~#~~~1rij*~ri6iri~\1f~111~~f &~~r~fq1i!l~~~ij~~1,Ti~~~~~~lt~11f ~f~~l~ll 
id~tjtifi¢ijJipflS} This intralaboratory checking will ensure any taxonomic discrepancies are found 
at an early stage. 
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The species abundances determined during a particular project can be compared with those 
determined in past studies of the same area or a closely related area (if those historical studies are 
available). Comparisons among studies can be made with respect to the total number of species 
found, the total abundances of organisms, and the identities of the numerically dominant species. 
If major discrepancies are found among the studies, they may indicate one or more of the studies 
were not conducted properly. 

10.4.3 Intrastation Variability 

The characteristics of benthic assemblages vary naturally and as a result of sampling 
techniques. However, variability generally should not be excessive among the replicate samples 
taken at each station. Unusually high variability among replicates may indicate problems were 
encountered for one or more of the replicate samples with respect to field sampling, sorting, or 
taxonomic identifications. To evaluate intrastation variability, the relative abundances of the 
dominant species should be compared among replicates to ensure the abundances are relatively 
consistent. In addition, the total abundances of macroinvertebrates should be compared among 
replicates. Within-station variability of total abundances can be compared among stations by 
calculating coefficients of variation for each station. If this variable is unusually large for any 
stationfiNfrteJijfiyi:}Jq ffl);)$(l:fthff$(?.ti9it@, the reasons for the anomaly should be investigated. 
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APPENDIX A 

List of Acronyms and Glossary 



AA 
A/B/N 
AET 
BFB 
CCB 
CCV 
CEI 
CLP 
.GRM<••••·•·•••••.•··· 
CV 
DDW 
DFTPP 
DO 
Ecology 
EPA 
FAA 
GC/FID 
GC/MS 
GC/ECD 
GFAA 
GPC 
HECD 
HPLC 
ICB 
ICP 
ICS 
ICY 
IDL 
LOD 
LOQ 
MDL 
MSA 
ND 
NMFS 
NOAA 
PAH 
PCB 
PSDDA 
PSEP 
PSWQA 
PTFE 
QA 
QA/QC 
RF 
RIC 
RPO 
RRF 
RRT 
RSD 
SAD 
SD 
SIM 

LIST OF ACRONYMS 

atomic absorption 
acid/base/neutral 
apparent effects threshold 
bromofluorobenzene 
continuing calibration blank 
continuing calibration verification standard 
Committee on Environmental Improvement 
Contract Laboratory Program 

···•<i>ceftffied••••rererence••••nfafortat · ··· c:0afiCie!lt·0c· ~aI"iarial1········· 
distilled, deionized water 
decafluorotriphenylphosphine 
dissolved oxygen 
Washington Department of Ecology 
U.S. Environmental Protection Agency 
flame atomic absorption 
gas chromatography /flame ionization detection 
gas chromatography /mass spectrometry 
gas chromatography /electron capture detection 
graphite furnace atomic absorption 
gel permeation chromatography 
Hall electrolytic conductivity detector 
high-performance liquid chromatography 
initial calibration blank 
inductively-coupled plasma 
interference check sample 
initial calibration verification standard 
instrument detection limit 
limit of detection 
limit of quantification 
method detection limit 
method of standard additions 
not detected 
National Marine Fisheries Service 
National Oceanic and Atmospheric Administration 
polynuclear aromatic hydrocarbon 
polychlorinated biphenyl 
Puget Sound Dredged Disposal Analysis 
Puget Sound Estuary Program 
Puget Sound Water Quality Authority 
polytetrafluoroethylene 
quality assurance 
quality assurance/quality control 
response factor 
reconstructed ion chromatogram 
relative percent difference 
relative response factor 
relative retention time 
relative standard deviation 
strong acid digestion 
standard deviation 
selected ion monitoring 
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SOW statement of work 
SRM standard reference material 
TAD total acid digestion 
TBA tetrabutyl ammonium 
TOC total organic carbon 

I~•················· ······································································f g~~~····~6llf t1I~····~()li(i~ TS total solid 
TVS 
U.S. COE 
voe 

total volatile solid 
U.S. Army Corps of Engineers 
volatile organic compound 
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GLOSSARY 

Accuracy-The closeness of a measured or computed value to its true or expected value. 

Amphipods-Small shrimp-like crustaceans (e.g., sand fleas). Many live on the bottom, feed on 
algae and detritus, and serve as food for marine species. Amphipods are commonly used in 
laboratory bioassays to test the toxicity of sediments because they are relatively sensitive to 
chemical toxicity. 

Analyte-The specific component measured in a chemical analysis. 

Apparent Effects Threshold (AET)-The sediment concentration of a contaminant above which 
statistically significant biological effects would always be expected. 

Area Ranking-The designation of a dredging area relative to its potential for having sediment 
chemicals of concern. Rankings range from "low" potential to "high" potential, and are used to 
determine the intensity of dredged material evaluation and testing that might be required. 

Batch-Usually refers to the number of samples that can be prepared or analyzed at one time. A 
typical commercial batch size is 20 samples for extraction of organic compounds. 

Bioaccumulation-The accumulation of chemicals in the tissues of an organism (e.g., certain 
chemicals in food eaten by a fish tend to accumulate in its liver or other tissues). 

Bioassay-A laboratory test used to evaluate the toxicity of a material (commonly sediments or 
wastewater) by exposing organisms to the material under controlled conditions and measuring their 
behavioral, physiological, or lethal responses. 

Biota-The animals and plants that live in a particular area. 

Blank-Corrected-The concentration of a chemical in a sample adjusted for the concentration of 
that chemical in the method blank carried through the procedure concurrently with the sample. 

Bottomfish-Fish (e.g., English sole) that live on or near the bottom of a body of water in close 
contact with the sediment. 

Bulk Chemical Analyses-Chemical analyses performed on an entire sediment sample, without 
separating water from the solid material in a sample. 

Calibration-The systematic standardization of either the response of instruments used for 
measurements or the chemical separation achieved by a laboratory cleanup procedure. 

Certified Reference Material-A f¢forenc{; material, gij¢ pf fuqf¢ 9ffWli9.S~ pfqp¢fhl' y~I#¢~ i:l-1'¢ 

~~l~~~~t~~~~~f 6~t~r~0~i~~~1~~~0~ei~1~5:1~c~:cft.nfo~ f ~~W~~j~~l~~~~\1 lr#cli~f~~~(~i~)~i,i 
M#ifiecf Jt¢f~t~9¢¢.U m?t~ti?I @$'0¢4H !:>Yi.the< Nat io nat <~.ijt¢@) §f §J~tjl@.ifQ#jA refe re nee material 
aeeoml'anied b~, er traeeable te, a certificate statiflg the eoftCefltration of ehemieals contaifled in 
the material. The certificate is issued b:, a public or private organi'.l':ation that routinely certifies 
such n1aterial (e.g., Natioftal Bui eau of Standards, A mericaft Society for Testing and Mate1 ials). 

A-3 



Coefficient of Variation-The standard deviation expressed as a percentage of the mean. 

Confined Disposal-A disposal method that isolates the dredged material from the environment. 
Confined disposal may be in aquatic, nearshore, or upland environments. 

Contaminant-A chemical or biological substance in a form or in a quantity that can harm aquatic 
organisms, consumers of aquatic organisms, or users of the aquatic environment. 

Contaminated Sediment 

Technical Definition: A sediment that contains measurable levels of contaminants. 

Management or Common Definition: A sediment that contains sufficient concentration(s) 
of chemicals to produce unacceptable adverse environmental effects and thus require 
restriction(s) for dredging and/or disposal of dredged material (e.g., is unacceptable for 
unconfined, open-water disposal or conventional land/shore disposal, requiring 
confinement). 

Control Limit-Defines the minimum quality of data as measured by some indicator (e.g., recovery) 
required to assume that the system or method is performing as expected. Exceedance of a control 
limit triggers action by the laboratory to correct the problem before data are reported. 

Conventional Variables-Sediment parameters and characteristics other than chemical contaminants 
that have been routinely measured in assessing sediment quality. These include sulfides, organic 
carbon, etc. 

Corrective Action-Measures taken to remove, adjust, remedy, or counteract a malfunction or error 
so that a standard or required condition is met. 

Detection Limit-The smallest concentration or amount of some component of interest that can be 
measured by a single measurement with a stated level of confidence. In practice, detection limits 
can be determined by different methods in different laboratories and are not always assigned a 
statistical level of confidence. 

Disposal Site-The bottom area that receives discharged dredged material; encompassing, and larger 
than, the target area and the disposal area. 

Dredged Material-Sediments excavated from the bottom of a waterway or water body. 

Dredged Material Management Unit-The maximum volume of dredged material for which a 
decision on suitability for unconfined open-water disposal can be made. Management units are 
typically represented by a single set of chemical and biological test information obtained from a 
composite sample. Management units are smaller in areas of higher chemical contamination concern 
(see Area Ranking). 

Dredger-Private developer or public entity (e.g., federal or state agency, port, or local government) 
responsible for funding and undertaking dredging projects. This is not necessarily the dredging 
contractor who physically removes and disposes of dredged material (see below). 

Dredging-Any physical digging into the bottom of a water body. Dredging can be done with 
mechanical or hydraulic machines and is performed in many parts of Puget Sound for the 
maintenance of navigation channels that would otherwise fill with sediment and block ship passage. 

Dredging Contractor-Private or public (e.g., U.S. Army Corps of Engineers) contractor or operator 
who physically removes and disposes of dredged material for the dredger (see above). 

Duplicate Analysis-A second analysis made on the same (or identical) sample of material to assist 
in the evaluation of measurement variance. 
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Evaluation Procedures Work Group (EPWG)-The PSDDA work group that is developing chemical 
and biological testing and test evaluation procedures for dredged material assessment. 

Gas Chromatography (GC)-An instrumental technique used to separate a complex mixture into 
its component compounds by partitioning the compounds between a mobile gaseous phase (under 
pressure) and a stationary solid or liquid phase. 

Gas Chromatography/Electron Capture Detection (GC/ECD)-An instrumental technique useful 
for the determination of organic compounds containing halogens (e.g., chlorine). 

Gas Chromatography/Flame Ionization Detection (GC/FID)-An instrumental technique useful for 
the detection of organic compounds that can be converted to ions during exposure to a flame. 

Gas Chromatography/Mass Spectroscopy (GC/MS)-An instrumental technique useful for breaking 
organic compounds into characteristic fragments that can be used to determine the original structure 
of the compound. 

Gel Permeation Chromatography (GPC)-A cleanup procedure used to remove interfering biological 
macromolecules from sample extracts. 

Gravid-Having eggs, such as female crabs carrying eggs. 

Habitat-The specific area or environment in which a particular type of plant or animal lives. An 
organism's habitat provides all of the basic requirements for life. Typical Puget Sound habitats 
include beaches, marshes, rocky shores, bottom sediments, mudflats, and the water itself. 

High Pressure (or High Performance) Liquid Chromatography (HPLC)-An instrumental technique 
used to separate a complex mixture into its component compounds by partitioning the compounds 
between a mobile liquid phase (under high pressure) and a stationary solid phase. 

Hydrocarbon-An organic compound composed of carbon and hydrogen. Petroleum and its derived 
compounds are primarily hydrocarbons. 

Injection Internal Standards-A standard added to a sample extract just prior to instrumental 
analysis. This standard is used to determine the actual percent recovery of the surrogate spike 
compounds. When the isotope dilution technique is not used, the injection internal standard is also 
used to quantify compounds of interest in the sample relative to standards. 

Isotope Dilution Technique-A technique for quantification of organic compounds that uses a large 
number of stable isotopically labeled compounds (i.e., compounds for which some hydrogen atoms 
have been replaced with deuterium, or some carbon-12 atoms have been replaced with carbon-13) 
spiked in the sample before sample extraction to correct for compound losses during sample 
workup. The labeled compounds are analogs of the compounds of interest and behave similarly. 

Matrix-The sample material in which the chemicals of interest are found (e.g., water, sediment, 
tissue). 

Matrix Spike-An analysis conducted by adding a known amount of chemicals of interest to an 
actual sample (i.e., matrix), usually prior to extraction or digestion, and then carrying the spiked 
sample through the analytical procedure. The final matrix spike results are reduced by the amount 
of each chemical found in a replicate analysis of the sample conducted without spikes. A 
comparison of these results with the known concentrafio·n of spike added to the sample enables an 
evaluation of the effect of the particular sample matrix on the recovery of compounds of interest. 

Metals-Metals are naturally occurring elements. Certain metals, such as mercury, lead, nickel, 
zinc, and cadmium, can be of environmental concern when they are released to the environment 
in unnatural amounts by man's activities. 
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Method Blank-A measure of the contribution of anal ytes from all laboratory sources external to 
the sample. The method blank value is determined by proceeding through all phases of extraction 
and analysis with no addition of sample. 

Method Spike-A method blank to which a known amount of surrogate standards and analytes 
(compounds of interest) has been added. 

Microtox-A laboratory bioassay using luminescent bacteria and measuring reductions in light 
production as the test endpoint, often used to assess toxicity of saline or organic sediment extracts. 

Noise-The electronic signal intensity attributed to instrument "background" or electronic current 
from chemical interferents (i.e., any part of an electrical signal that cannot be related in a known 
way to the electronic current from a target compound). 

Overdepth Material-Dredged material removed from below the dredging depth needed for safe 
navigation. Though overdepth is incidentally removed due to dredging equipment precision, its 
excavation is usually planned as part of the dredging project to ensure proper final water depths. 
Common overdepth is 2 feet below the necessary dredging line. 

Oxygen Demanding Materials-Materials such as food waste and dead plant or animal tissue that 
use up dissolved oxygen in the water when they are degraded through chemical or biological 
processes. Chemical and biological oxygen demand (COD and BOD) are different measures of how 
much oxygen a particular substance demands. 

Parameter-A quantifiable or measurable characteristic of something (e.g., height, weight, sex, and 
hair color are all parameters that can be determined for humans). Water quality parameters include 
temperature, pH, salinity, dissolved oxygen concentration, and many others. 

Permit-A written warrant or license, granted by an authority, allowing a particular activity to take 
place. Permits required for dredging and disposal of dredged material include the U.S. Army Corps 
of Engineers Section 404 permit, the Washington State Department of Fisheries Hydraulics Permit, 
the city or county Shoreline Development Permit, and the Washington Department of Natural 
Resources Site Use Disposal Permit. 

Pesticide-A general term used to describe any substance, usually chemical, used to destroy or 
control organisms (pests). Pesticides include herbicides, insecticides, algicides, and fungicides. 
Many of these substances are manufactured and are not naturally found in the environment. 
Others are natural toxins that are extracted from plants and animals. 

pH-The degree of acidity or basicity of a solution, which is a function of hydronium ion 
concentration. A pH of less than 7 .0 indicates an acidic solution, and a pH greater than 7 .0 
indicates a basic solution. The pH of water influences many of the types of chemical reactions that 
occur in it. 

Phase I-The PSDDA study is divided into two 3-year overlapping phases. Phase I covers the 
central area of Puget Sound including Seattle, Everett, and Tacoma. Phase I began in April 1985. 

Phase II-The PSDDA study is divided into two 3-year overlapping phases. Phase II covers north 
and south Puget Sound (including Olympia, Bellingham, and Port Angeles)--the areas not covered 
by Phase I. Hood Canal is not being considered for location of a disposal site. Phase II began in 
April 1986. 

Polychlorinated Biphenyls (PCB)-A group of manufactured organic chemicals, comprising 209 
different but closely related compounds (congeners) made up of carbon, hydrogen, and chlorine. 
If released to the environment, they persist for long periods of time and can concentrate in food 
chains. The manufacture and use of PCB are regulated by EPA under the Toxic Substances Control 
Act. 
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Polycyclic (Polynuclear) Aromatic Hydrocarbon (PAH)-A class of organic compounds, some of 
which are persistent and carcinogenic. These compounds are formed from the combustion of 
organic material and are ubiquitous in the environment. PAH are commonly formed by forest fires 
and by the combustion of fossil fuels. PAH often reach the environment through atmospheric fall
out, highway runoff, and oil discharge. 

Polytetrafluoroethylene (PTFE)-The generic chemical name for materials such as Teflon, a 
registered trademark of the duPont Corporation. 

Precision~f\@r¢~ffl.Mt~filQpg tw<'i@t m9mf¢folti(tha(Jiii.Y¢ l?MA.fc:tt##f Jij l;(l'.I, ~g¢ntiCaL(~l·mm;:i:ne 
degree of mttttrnl agreement characteristie of independe t'lt measttrcments as the resttlt of repeated 
application of a method tinder specified eond itions. It is concerned with the closeness of resttlts. 

Priority Pollutant-Toxic pollutants defined by EPA in 1976 that are the primary subject of 
regulation of the Clean Water Act. A list of these substances can be found in the Code of Federal 
Regulations Volume 40, Section 401.15. 

Puget Sound Water Quality Authority (PSWQA)-An agency created by the Washington state 
legislature in 1985 and tasked with developing a comprehensive plan to protect and enhance the 
water quality of Puget Sound. The PSWQA adopted its first plan in January 1987. 

Quality Assurance (QA)-The total integrated program for assuring the reliability of monitoring and 
measurement data. A system for integrating the quality planning, quality assessment, and quality 
improvement efforts to meet user requirements. 

Quality Control (QC)-The routine application of procedures for obtaining prescribed standards of 
performance in the monitoring and measurement process. 

Quantification-The determination or expression of the number or amount of a variable. 

Reconstructed Ion Chromatogram-A graphical display of the total ionization current resulting from 
all mass fragments detected over time during a mass spectral analysis. The chromatogram can be 
used to indicate the relative composition of components in the sample mixture analyzed by GC/MS. 

Recovery-The amount of a chemical detected in a sample extract at the end of a procedure relative 
to the total amount present in a sample before the procedure was begun. Also, the amount of a 
chemical detected in a sample relative to the amount added (i.e., spike) or known to be present (i.e., 
in a naturally derived standard reference material). Recovery is usually expressed as a percentage. 

Regional Administrative Decisions-A term used in PSDDA to describe decisions that are a mixture 
of scientific knowledge and administrative judgment. These regionwide policies are collectively 
made by all regulatory agencies with authority over dredged material disposal to obtain sound
wide consistency. 

Relative Percent Difference (RPD)-l')tff~fence {:letw&~fo tW9 fuJ~ij$\.ir~in¥rit$ ~~pf~$~~a. ~ Jn& 
p¢f¢Mtiig~qf~h.~~'f@:ijaj@Difference of two measurements, x 1 and x2, divided b:y the mean of the 
measurements, mttltiplied by l 00. 

Replicate-One of several identical experiments, procedures, or samples. Duplicate is a special case 
of replicates consisting of two samples or measurements. 

Reproducibility-The ability to produce the same results for a measurement. Often measured by 
calculation of relative percent difference or coefficient of variation. 

Resection-The surgical removal of tissue from an organism during sampling (dissection is the 
sectioning of tissues within the organism, but does not entail removal of the tissues). 
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Response Factor-Generally, the ratio of the amount (mass) of a substance to a measurement of its 
response over time measured by the detector of an analytical instrument. The ratio of response 
factors for a chemical and a surrogate spike in a sample, or a chemical in a sample and a standard 
calibration is used to quantify the concentration of chemicals in a sample. 

Sediment-Mineral and organic material suspended in or settling to the bottom of a liquid, such as 
the sand and mud that make up much of the shorelines and bottom of Puget Sound. Sediment 
input to Puget Sound comes from natural sources, such as erosion of soils and weathering of rock, 
or anthropogenic sources, such as forest or agricultural practices or construction activities. Certain 
contaminants tend to collect on and adhere to sediment particles. The sediments of some areas 
around Puget Sound contain elevated levels of contaminants. 

Semivolatile Organic Compounds-Organic compounds with moderate vapor pressures that can be 
extracted from samples using organic solvents and analyzed by gas chromatography. In this 
document, semivolatile organic compounds include the EPA acid/base/neutral compounds, 
pesticides and PCB, as well as numerous other neutral and organic acid compounds of regional 
interest (e.g., carbazole, retene, coprostanol, 4-methylphenol). 

Sensitivity-Capability of a method or instrument to discriminate between samples having differing 
concentrations of a chemical. The degree to which an instrument responds to low concentrations 
of a chemical. 

Significant Difference-A quantitative determination of the probability that two measurements of 
the same parameter are different, given the variability of the measurements. 

~~~ifil~1jiijrfili~#~in91~~11~~~~1f~~~~~~~ ?~!~ ,1~~~a~~f ~~~~~h~~~~~~~~1~~~f~~rs;~~a~~~ ~!;~~: 
the right or left are eaneelled. 

Spike-The addition of a known amount of a substance to a sample. 

Standard-A substance or material, the properties of which are believed to be known with 
sufficient accuracy to permit its use to evaluate the same property of a sample. In chemical 
measurements, a standard often describes a solution of chemicals, commonly prepared by the 
analyst, to establish a calibration curve or the analytical response function of an instrument. 

Standard Reference Material (SRM)-A material or substance for which one or more properties are 
sufficiently well established to be used for the assessment of a method or the calibration of an 
instrument. 

Surrogate Spike Compound-A known amount of a compound that has characteristics similar to that 
of a compound of interest, added to a sample prior to extraction. The surrogate compound can be 
used to estimate the recovery of chemicals in the sample. These compounds are also called 
"recovery internal standards". 

Target Compounds-The chemicals of interest in a sample that can be quantified relative to 
response factors of reliable standards (in contrast to tentatively identified compounds). 

Tentatively Identified Compounds-Chemicals identified in a sample on the basis of mass spectral 
characteristics held in common with a reference mass spectra of a known chemical. These 
compounds cannot be more confidently identified unless a reliable standard of the compound is 
obtained and is confirmed to co-elute with the tentatively identified compound and generate similar 
mass spectra using the same GC/MS. 

Unconfined, Open-Water Disposal-Discharge of dredged material into an aquatic environment, 
usually by discharge at the surface, without restrictions or confinement of the material once it is 
released. 
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Volatile Organic Compounds-Organic compounds with high vapor pressures that tend to evaporate 
readily from a sample. In this document, volatile organic compounds are the 29 EPA priority 
pollutants considered as volatiles (e.g., benzene). 

Volatile Solids-The material in a sediment sample that evaporates at a given high temperature. 

Warning Limit-In Puget Sound programs, a value either above or below which data returned by 
a laboratory are subjected to qualification before inclusion in a regional database. The principle 
is identical to that of a control limit, but is less stringent and serves as a warning that the system 
or method may become out of control. 

Water Quality Certification-Approval given by Washington State Department of Ecology 
acknowledging the compliance of a discharge with Section 401 of the Clean Water Act. 
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APPENDIX B 

PSEP /PSDDA Worksheets 



Project Name --------
Contract No. ---------

TRACE METAL DATA REVIEW WORKSHEET FOR 
PSEP/PSDDA DATA PACKAGES 

The hardcopied data package from (laboratory name) received at 
-------------- has been reviewed and the quality assurance and performance data 
summarized. The data reviewed included: 

Laboratory No. -----------
No. of samples----------
Matrix 
Blank N..,...o-.-=--------------

Sampling Date: ---------
Shipping Date: _--,,---------
Date Received by Lab: --------

Duplicate/Replicate Nos.: ---------------------------

The general criteria used to determine the performance were based on an examination of: 

- Data Completeness and Format - Specific Instrument QA Requirements 
- Holding Times - Standard Reference Material Results 
- Instrument Calibration Verification - Matrix Spike Percent Recovery Results 
- Lab Blank Analysis - Laboratory Precision Evaluation 
- Detection Limits - Calculations 

Overall Comments: 

Definition of Qualifiers: 

A Acceptable data. 
B Blank-corrected down to detection limit 
C Combined with unresolved substances 
E Estimate 
G Estimate is greater than value shown 
K Detected at less than detection limit shown 
L Value is less than the maximum shown 
M Value is a mean 
Q Questionable value 
T Detected below quantification limit shown 
U Undetected at the detection limit shown 
X Recovery less than 10 percent 
Z Blank-corrected, still above detection limit 
+ Positive element identification 

Reviewer: Date: ----------------
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I. Data Completeness and Format 

A. Data Package Deliverables 

The data report contains the required deliverables listed in Table DCF1. 

The data package is missing the following sections: 

Action: The laboratory or contracting agency must be notified and the missing 
information requested. Depending on what information is missing, continuation of the 
review may not be possible. The reviewer must assess the severity of the omissions and 
determine if further review is possible at th is time. In some cases, review sections can 
be completed while waiting for missing sections of the data package. 

B. Cover Letter 

Cover letter received and the following problems were noted: 

Cover letter not received. Action: Notify laboratory and request an overview of analyses, 
noting any special problems (i.e., matrix interferences, deviations from method). 

C. Data Report Sheet 

Concentrations in proper units and significant figures. 

Concentrations not in proper units and/or significant figures for the following 
samples/elements: 

Action: Review raw data and correct. 

D. Laboratory Qualifiers 

Laboratory qualifiers defined. 

Laboratory qualifiers not defined. Action: Notify laboratory and request explanation. 
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II. Holding Times 

Date samples received: ---------------------------
Date prepared (Hg): 
Date prepared (all others) by: -------------------------

Action: 

If samples are prepared for analysis of mercury (28 days) or any other element (6 months) in excess 
of the holding times, approximate results for that element. If mercury is held for over one month in 
excess of the contract required holding time, also reject non-detected results. 

Ill. Initial and Continuing Calibration Verification 

Calibrations were performed at the beginning of sample analysis and at a minimum 
frequency of ten percent or every two hours during the analysis, and met PSEP criteria. 

Calibrations were not performed as specified and/or did not meet PSEP-specified 
windows. Action: The sample set for all analytes affected should be rejected and all 
associated data assigned an R qualifier. Failure to meet calibration criteria is an indication 
of serious problems in the analytical system. 
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IV. Blank Analysis Results 

In it ia 1 Cont. Ca 1 ib. Blank Preparation Blank 
Project Ca 1 ibrat ion Action 

Contaminant LOOs Blank Value 
1 2 3 1 2 3 

Antimony 

Arsenic 

Cadmium 

Copper 

Iron 

Lead 

Manganese 

Mercury 

Nickel 

Silver 

Zinc 

Note: Contamination detected above the IDLs should be evaluated and qualified. A separate table should be used for each batch 
analyzed. 

Low Level Samples Action Levels (GFAA Analyses): 

Blank Result 

ug/L blank <2x IDL 

ug/L blank >2x IDL but 
~lOx!DL 

ug/L blank >lOx IDL 

High Level Samples Action Levels (FAA and ICP} -

Sample ~IDL 
Sample >PLOD 

Sample ~IDL 

Sample ~IDL 

Estimate (B or Z) 

IDL < Sample < PLOD 

Sample > IDL 

Sample <lOx IDL (also "E") 
Sample >lOx IDL 

Action levels are determined by multiplying the highest concentration determined in any blank. The action level for samples which 
have been diluted should be multiplied by the dilution factor. Prior to applying action levels to sediments and tissue, it is 
necessary to convert the aqueous action value (ug/L} to mg/kg for each sample with the following equations: 

Action value (ug/L) = 5x highest blank result (ug/L} 

TAD and tissue analyses action value (mg/kg) E 

Action value (ug/L) x volume diluted to (ml) x 
wet weight digested (gm} 

1 L x 1 , 000 gm x 
1. 000 m 1 1 kg 

SAD action value (mg/kg= 100 x the above equation 
% solids 
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V. Detection Limits 

Action: 

Instrument detection limit results were present and found to be less than the Project 
Required LODs. 

Detection limit results were not included in the data package. 

Detection limits were present, but the criteria were not met for the following elements: 

Adjust sample detection limits for elements not meeting contractual criteria listed above. 
Elements detected below the adjusted detection limit should be rejected (R'd). 

Calculating detection limits for soil samples: 

SAD Sample detection limit (mg/kg) = 

100 x IDL (ug/I) x Volume diluted to (ml) x 1 L x 1,000 gm x 1 mg 
% solids wet weight digested (g) 1,000 ml 1 kg 1,000 ug 

TAD Sample detection limit (mg/kg) = 

IDL (ug/I) x Volume diluted to (ml) x 1 L x 1,000 gm x 
dry weight digested (g) 1, 000 ml 1 kg 

VI. Instrument Specific QA Requirements 
GFAA QC Analysis/Method of Standard Additions 

A. Duplicate Injections 

1 mg 
1,000 ug 

Duplicate injections were performed for all samples and agreed within .2:_20% Relative 
Standard Deviation (RSD). The RSD or Coefficient of Variation (CV) is calculated by 
dividing the standard deviation by the mean and multiplying by one hundred. 

Duplicate injections were not performed for the following samples/elements: 

Action: Reject (R) data. 

Duplicate injections were outside the .2:_20% RSD limit and a third injection was not 
performed for samples with an absorbance > 50% of the spike concentration as required 
for the following samples/elements: 

Action: Estimate (E) data and summarize the lab's deficiency in the QA Summary. 

Duplicate injections did not agree within .2:_20% RSD and the third injection did not agree 
with either of the first two injections (.2:_20% RSD) for the following samples/elements: 
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8. Analytical Spike Percent Recoveries 

One-point analytical spikes were performed for all samples and the spike recoveries met 
the 85-115% recovery criteria (Accept data). 

The analytical spike recoveries were less than 10% for the following samples/elements: 

Action: Reject (R) data. 

Spike recoveries were 10-40% and the laboratory did not dilute and re-analyze the 
following samples/elements: 

Action: Estimate (E) positive results and reject (R) non-detected results. 

Spike recoveries were 10-40% after the following samples/elements were diluted and re
analyzed: 

Action: Estimate (E) positive results and reject (R) non-detected results. 

Sample Concentrations were less than 50% of the spike value and spike recoveries were 
greater than 40% (Accept data.) 

Sample Concentrations were greater than 50% of the spike value, and spike recoveries 
did not meet the 85-115% recovery criteria. The following actions should be taken: 

Method of Standard Addition (MSA) was not performed as required for 
sample numbers/elements: 

Action: Estimate (E) data and summarize the lab's deficiency in the QA 
Summary. 

MSA was used to quantitate analytical results for the following 
samples/elements when correlation coefficients were greater than 0.995: 

Action: Accept data. 
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MSA was performed for the following samples/elements and correlation 
coefficients were less than 0. 995: 

ICP Interference Check Sample Analysis 

The ICP interference check sample analysis is performed to verify the contract laboratories' 
interelement and background correction factors. 

Note: 

Remarks: 

Interference QC samples were run at the beginning and end of each sample analysis run 
(or a minimum of twice per 8 hour working shift, whichever is more frequent) and were 
within the control limits specified in PSEP. 

Interference QC samples were run, but did not meet the control limits. 

In general, the sample data can be accepted without qualification if the concentrations 
of aluminum, calcium, iron, and magnesium are less than 50% of the ICP Interference 
check sample concentrations. 

The 20% contract limit (80-120%) is based on the true value for EPA standards, and on 
the mean value (run at least five times) for non-EPA standards. 
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QC Analysis Serial Dilution Results 

Serial dilution analysis enables the reviewer to evaluate whether significant physical or chemical 
interferences exist due to sample matrix for samples analyzed by ICP. Sample results for elements 
analyzed and quantitated by Furnace Atomic Absorption should not be evaluated. 

Element 

Aluminum 

Cadmium 

Calcium 

Serial Dilutions were performed for each matrix and results of the diluted sample analysis 
agreed within ten percent of the original undiluted analysis. 

Serial Dilutions were not performed for the following: 

Serial Dilutions were performed, but analytical results did not agree within 10% for 
analyte concentrations greater than 10x the IDL after dilution. The following elements 
were evaluated for Matrix interferences: 

Dilution Factor (OF): Matrix: 

Serial Diluted Sample Result 
Sample#: 

IDL IDL x 10 without DF Times DF Action 

Chromium 

Iron 

Lead 

Magnesium 

Nickel 

Silver 

Zinc 

Other: 

Actions: All data for samples of the same matrix for that element should be estimated (E) when the 
serial dilution results do not meet contractual requirements. 
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ICP QC Analysis Serial Dilution Results 

Element 

Aluminum 

Cadmium 

Calcium 

Chromium 

Iron 

Lead 

Serial Dilutions were performed, but analytical results did not agree within 10% for 
analyte concentrations greater than SOx the IDL in the original sample. The following 
elements were evaluated for Matrix interferences: 

Sample#: Serial Diluted 
IDL IDL x 10 Sample Result Action 

Magnesium 

Nickel 

Silver 

Zinc 

Actions: All data for samples of the same matrix for that element should be estimated (E) when the 
serial dilution results do not meet contractual requirements. 
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VI I. Standard Reference Material Results 

NOTE: 

Standard Reference Material (SRM) analysis was performed for every twenty samples 
received and met contractual criteria. 

Standard Reference Material (SRM) analysis was performed, but did not meet the criteria 
for the following elements: ------------------------

Calculation: % R = (Observed/True) x 100 

Actions: 

% Recovery 

Accept 

30-79 for U 
80-120 for U 
> 120 for U 

Estimate (E) 

30-79 for + 
>120for + 
<30 for+ 

Reject 

<30forU 

+ - positive result 
U - not detected element 
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VI 11. Matrix Spike Percent Recovery Rates 

Number of matrix spikes analyzed (min. 1 per 20 samples) 

Spot check of raw data - calculation verification. 

Sample#: Sample#: 
Contaminants 

SSR SR s %R Action SSR SR s %R Action 

Antimony 

Arsenic 

Cadmium 

Copper 

Lead 

Mercury 

Nickel 

Silver 

Zinc 

If the sample concentration exceeds the spike concentration by a factor of 4 or more, no action is 
taken. When the sample result (SR) is less than the Project LOO, SR is equal to zero. 

Calculation: %R = SSR-SR x 100 
s 

Matrix spike results should be applied to all samples of the same matrix. 

Accept Approximate Reject 
%R (75-125%) for SSR SR(+) + %R < 30% for SSR1 

SR(+) + %R (30-74%) for SSR3 

SR(+) + %R > 125% for SSR4 

SR(U) + %R < 30% for SSR2 

SR(U) + %R (30-74%) for SSR5 

SR(U) + %R > 125% 

NOTE: -s-
SSR 
SR 
%R 
u 
+ 
1 

2 

3 
4 
5 

amount of spike 
spiked sample result 
unspiked sample result 
percent recovery 
non-detected element 
positive result 
Discuss in summary that sample results could be biased significantly low and that the reported concentration 
is the minimum concentration at which the analyte is present. 
Indicate in QA summary memo of the possibility of false negatives, detection limits are elevated over what is 
reported, and that severe analytical deficiencies exist. 
Determine percent bias of results. Report that the detection limit may be biased low. 
Determine percent bias of sample results: false positive results may potentially exist. 
When the spiked sample results fall between 30-74% recovery, detection limits should be estimated and the 
percent bias determined. 

Comments: 
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IX. Laboratory Precision Evaluation 

Number of duplicates analyzed. Required to analyze 1 per 20 samples. 

Sample Matrix: Sample Number ___ _ 

PLOD Duplicate 
Sample Sample Criteria 

Element ug/L mg/kg Result Result (RPO or.:'.:_ PLOD) Action 

Antimony 

Arsenic 

Cadmium 

Copper 

Lead 

Mercury 

Nickel 

Silver 

Zinc 

Laboratory Duplicate Actions should be applied to all other samples of the same matrix type. 

Actions: If both sample results are less than the PLOD, then laboratory precision is not evaluated. 
If either sample result is less than Sx the PLOD, then "E" results for elements whose 
absolute difference is >PLOD. If both sample results are greater than Sx the PLOD, then 
calculate the RPO. For sediment and tissue samples, "E" results for elements which have 
an RPO > 20%. 

Calculation: RPO 01 - 02 x 100 

NOTE: 
PLOD 
RPO 
01 
02 

Comments: 

01 + 02/2 

Project Limit of Detection 
Relative Percent Difference 
First sample value 
Second sample value 
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X. Calculations 

A. Sample Results 

For sediment and tissue samples, the following equation may be necessary to convert raw data 
values (usually reported in ug/L) to actual sample concentrations (mg/kg): 

For TAD, SAD and tissue analyses, the following equation is used to determine mg/kg: 

Digest Result (ug/L) x Volume Diluted to (ml) 
Weight Digested (gm) 

x _l_L_ x 1,000 gm x 
1,000 ml 1 kg 

1 mg 
1,000 ug 

In addition, SAD results must be converted to dry weight using the percent solids calculation. 
TAD are done on dried sample, and tissue results are reported on a weight basis, so no 
correction is necessary. 

wet weight sample result (mg/kg) x 100 
% solids 

B. Percent Solids 

Final Concentration, mg/kg (Dry Weight) 

It is recommended that percent solids determination be validated 100% due to the impact an 
error could have on the results for an entire sample. 

% solids 

Comments: 

Sample Dry Weight x 100 
Sample Wet Weight 
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APPENDIX C 

Treatment of Chemistry Data: 

Calculations and Qualifier Codes 



TREATMENT OF CHEMISTRY DATA: 
CALCULATIONS AND QUALIFIER CODES 

Most of SEDQUAL's procedures involve the manipulation of sediment chemistry data, and 
proper interpretation of the results depends upon an understanding of how these manipulations are 
carried out. The way chemical measurements are qualified and the effect of these qualifiers are 
most important. 

Each sediment chemistry value stored in SEDQUAL is assigned up to five qualifier codes (in 
practice, most have only one). These qualifier codes and their meanings are displayed in Table 5-3. 
Many SEDQUAL procedures (in particular, sediment quality value calculations and comparisons) 
use only detected data. These values are ignored when calculating apparent effects thresholds or 
comparing sediment quality values to the data. 

Qualifiers also affect the way sediment chemistry values are combined. Data are combined 
when laboratory replicates must be averaged to provide a single value for a sample, and when 
samples are averaged (across field replicates or dates) to summarize data by station. The following 
rules are used to average laboratory replicates: 

l. If all values are undetected, the lowest detection limit is used. 

2. If any values have been detected, all detected and undetected data are averaged, 
excluding undetected values greater than the highest detected value. 

Treatment of significant digits used varies with the procedure. In particular, the sediment 
quality value calculations differ from other retrieval and analytical procedures. Ordinarily, as 
many significant digits as were entered are used. Averages of laboratory replicates are computed 
with no more significant figures than the inidividual measurements. For sediment quality value 
calculations and comparisons, however, values are always rounded to two significant figures. This 
is done because published criteria are expected to have no more than two digits of precision, and 
comparison to data reported to greater precision can lead to spurious predictions of biological 
effects. 

When values are averaged, their qualifier codes are also combined. Only the first of the five 
qualifiers associated with each measurement is used to generate a combined qualifier. During data 
entry, it is important that the qualifiers for each measurement be listed in priority. Qualifiers are 
combined in a pairwise fashion, using the matrix shown in Table C-1. If more than two values are 
to be averaged, the first two are used to develop a resultant qualifier, which is then combined with 
the third qualifier. This process continues until all values have been averaged and a final combined 
qualifier is produced. SEDQUAL adds an M qualifier to all averaged data. 

Sediment chemistry data can be stored in units of either parts per million (ppm), parts per 
billion (ppb), or percent, and by either wet- or dry-weight basis. When averaging data, SEDQUAL 
automatically converts units and does not mix data measured by dry- and wet-weight basis. In 
some cases, the units and measurement basis are predetermined by the procedure being carried out; 
in others (such as some retrievals) they are not. In the latter case, SEDQU AL reports the 
concentration in terms of the first units and measurement basis encountered when searching the 
database. Note the units and measurement basis may differ from chemical to chemical. 
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TABLE C-1. QUALIFIER CODES MATRIX 

u E G L K T B z Q x c M 

u u L E L L L B L L Q L L L 
E L E E E E E L E E E E E E 
G E E G E E E E G G E G G G 
L L E E L L L L L L E L L L 
K L E E L K L L L L E L L L 
T L E E L L T L L L E L L L 
B B L E L L L B L L E L L L 
z L E G L L L L z E E E E E 

L E G L L L L E E 
Q Q E E E E E E E E Q E E E 
x L E G E L L L E E x c 
c L E G L L L L E E c c 
M L E G L L L L E E 
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